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9General introduction

1. INTRODUCTION

Introduction
“Science as a whole certainly cannot allow its judgment about facts to be distorted by 

ideas of what ought to be true, or what one may hope to be true.” Conrad Waddington

Every day, the hematopoietic system produces billions of blood cells of multiple lineages, 
with essential functions in nutrient transport and immune defense. This process is strictly 
regulated by epigenetic factors, but disruptions in these mechanisms may lead to aberrant 
blood cell production. Acute myeloid leukemia (AML) is a malignant disorder characterized 
by the clonal proliferation of immature myeloid precursors in the bone marrow, at the 
expense of the production of healthy blood cells 1. Rather than as a single entity, AML is 
often defined as a heterogeneous group of diseases, where are identified by particular 
genetic or cytogenetic aberrations. In the last years, it has become increasingly clear that 
epigenetic dysregulation is a major contributor to the pathogenesis of AML: most patients 
carry mutations in epigenetic modulators 2, and epigenetic marks such as methylation can 
also identify biologically distinct subtypes 3. Furthermore, changes (genetic or epigenetic) in 
regulatory elements have been identified as drivers of altered gene expression 4. 

The present thesis attempts to further the understanding of epigenetic control of 
both healthy and malignant hematopoiesis. Therefore, this introductory section covers 
fundamental concepts in the fields of hematopoiesis, epigenetics and leukemogenesis, 
organized in the following subsections:

• The hematopoietic system
• Epigenetic control of hematopoiesis
• Acute myeloid leukemia
• Scope and aims of this thesis

1
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2. THE HEMATOPOIETIC SYSTEM

The hematopoietic system encompasses a wide range of cell types, which are classically 
classified in two major lineages: the myeloid branch, responsible for nutrient transport, 
hemostasis and innate immunity, and the lymphoid branch, mainly involved in adaptive 
immunity 5. In adult humans, all hematopoietic cells are born in the bone marrow, but those 
in the lymphoid lineage migrate to lymphatic organs, such as the spleen and the thymus, 
to complete their maturation. On the contrary, myeloid cells (the word myeloid derives 
from the Greek muelós, which means “marrow”) arise from the bone marrow as fully 
differentiated cells.

In the myeloid lineage, erythrocytes transport oxygen throughout the body, whereas 
megakaryocytes give rise to platelets. Granulocytes (comprising neutrophils, basophils 
and eosinophils), monocytes (which become macrophages upon migration to tissues) and 
dendritic cells are myeloid cells that participate in innate immunity and contribute to the 
initiation of adaptive responses. The lymphoid branch contains B and T lymphocytes, as well 
as natural killer (NK) cells, which carry out adaptive immune responses. Recent advances, 
however, have blurred the boundaries between the roles of these two lineages, as shown by 
the existence of innate lymphoid cells 6.

Because mature blood cells are predominantly short lived, the maintenance of these 
functions requires the daily production of more than 500 billion blood cells every day in adult 
humans 7. This remarkable feat is made possible by the process known as hematopoiesis, 
in which hematopoietic stem cells (HSCs) replicate and specialize into progenitor cells and 
finally into functioning mature phenotypes 8. 

2.1 The hematopoietic stem cell
HSCs are the only bone marrow cells capable of differentiating into all blood cell lineages 
(multipotency) and replicating into other HSCs (self-renewal) 9. These two central properties 
were originally proposed by James Till and Ernest McCulloch in the early 1960s 10. In the course 
of their research on radiation sensitivity of normal mouse bone marrow, they identified a 
class of cells “capable of continued proliferation [and] differentiation” that they originally 
named “spleen colony-forming units” (CFU-S) 11. Later on, they conclusively demonstrated 
the clonal origin of these cells by introducing and tracking unique chromosomal aberrations 
prior to transplantation into other mice 12. In a subsequent study, they showed that these 
CFU-S possessed the ability of self-renewal, which led the authors to conclude they were 
bona fide HSCs 13. 

Experimentally, HSCs are defined by their ability to reconstitute the entire blood system, 
which is typically shown by engrafting in lethally irradiated recipients and establishing long-
term multi-lineage hematopoiesis 9. In fact, it has been proven that a single cell can give 
rise to a whole hematopoietic system 14. However, it is not always convenient or feasible 
to conduct an in vivo transplantation assay to assess multipotency, so currently HSCs are 
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prospectively isolated and purified by fluorescence-activated cell sorting (FACS) on the basis 
of known HSC surface markers 8. Spangrude and colleagues were the first to purify a bone 
marrow-reconstituting population of HSCs using surface marker staining, characterized by 
Thy-1lo Lin- Sca-1+ in mouse 15. 

Successive experiments showed that the mutipotent compartment of the bone marrow 
comprises, in fact, multiple populations. In 1994, Morrison and Weissman characterized 
Long-Term (LT)-HSC, Short-Term (ST)-HSC and Multi-Potent Progenitors (MPP), each endowed 
with different degrees of self-renewal and multipotency, as well as different surface markers 
16. Originally described in mice, these populations were eventually found in humans too, 
but with important differences in their surface markers. One major particularity of human 
HSCs is that they exhibit CD34 surface expression, in contrast with CD34-/low LT-HSC in mice 
17. CD34+ bone marrow cells constitute 1.5% of all mononuclear cells in the marrow, and 
0.05% in peripheral blood 18. Aside from its role as a surface marker, CD34 participates in the 
migration of HSC and other progenitor cells (HSPCs) via interaction with vascular selectins 
19. However, a rare HSC population devoid of CD34 expression (CD34-) also exists in humans, 
with immature and quiescent characteristics 20. Since these C34- cells are able to self-renew 
and differentiate into CD34+ LT-HSCs 21, it has been speculated they could represent a last 
reservoir of HSCs for situations of stress 22. 

In the last two decades, several additional markers have been identified in both human 
and mouse to more accurately define subsets of HSCs and multipotent progenitors 23. In 
humans but not in mice, the combination CD34+CD38− provides further enrichment for HSCs 
compared to CD34+ alone 24,25. The presence of CD90 (Thy-1) is also associated with HSCs 26, 
whereas CD45RA 27 delineates more differentiated progenitors. The signaling lymphocyte 
activation molecule (SLAM) family of receptors —including CD150, CD244, and CD48— can 
be used for isolation of HSCs in mice, but lack discriminatory power in humans 24.

 
2.2 The hematopoietic hierarchy: differentiation and self-renewal
A critical observation by Till and McCulloch was the need for a balance between self-renewal 
and differentiation in HSCs. Disruptions in this balance may lead to adverse outcomes, 
including depletion of the HSC compartment due to insufficient self-renewal, or leukemia 
if differentiation is blocked. In 1964 they published a stochastic model describing the two 
possibilities that every HSC faces upon division (either differentiation or self-renewal) in 
analogy with the decay of radioactive nuclei 28. To this day, the dilemma between self-
renewal and differentiation remains a focus of intensive research: how can cells retain 
sufficient HSCs while at the same time meeting the enormous demand for new mature 
blood cells? Even more strikingly, the frequency of HSCs in the bone marrow is estimated 
around 0.01% in mice, even less in humans 29, and yet billions of blood cells are produced 
on a daily basis. 

The answer to this conundrum lies in the multi-tiered nature of hematopoiesis, often 
described as a hierarchical structure in which multipotency is progressively restricted 30. 
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According to this paradigm, hematopoietic differentiation is a tree-like branched roadmap 
that occurs in a stepwise manner, with HSCs at the apex (Figure 1). As outlined above, HSCs 
initially give rise to MPPs that retain full-lineage differentiation potential, but lose their self-
renewal ability. Further downstream, MPPs advance to oligopotent progenitors: common 
lymphoid progenitors (CLPs) and common myeloid progenitors (CMPs). Subsequently, 
these oligopotent progenitors give rise to lineage-committed effector cells, which in 
turn may differentiate further into fully specialized cells. For example, CMPs give rise to 
megakaryocyte/erythrocyte progenitors (MEPs) and granulocyte/macrophage progenitors 
(GMPs) 30. The transitions between states are driven by changes in key transcription factors 
(TFs) that are involved either in HSC maintenance or in lineage specification 8.

LT-HSC

ST-HSC

MPP

CLPCMP

GMPMEP Pro-T

T-cells B-cells NK cells

Pro-B Pro-NK

Megakaryocytes Granulocytes MonocytesErythrocytes

Multipotent 
progenitors

Primitive 
stem cells

Self renewal

Commited 
progenitors

Mature cells

Myeloid lineage Lymphoid lineage

Figure 1. Traditional depiction of hematopoietic differentiaton as a hierarchical tree. This diagram has been 
adapted from 8,17 using material from Servier Medical Art by Servier, licensed under a Creative Commons Attribution 
3.0 unported license.

This multi-tiered structure allows LT-HSCs to remain quiescent to minimize exhaustion 
and cell cycle-associated DNA damage, relying instead on ST-HSCs and downstream 
progenitors to carry most of the replicative burden necessary for steady-state hematopoiesis 
5. Approximately 75% of LT-HSC are estimated to be in the G0 phase of the cell cycle at any 
time, with 5% in the S/G2/M phases and 20% in G1 31. This quiescent state is regulated 
by a number of intrinsic and extrinsic signals. Among the former, the transcription factors 
PU.1 (SPI1) and SATB1 limit proliferation by modulating the expression of multiple cell cycle 
regulators 32. Besides, HSCs receive extrinsic cues from cells in their microenvironment (the 
so-called “niche”, see section 2.4) that enforce quiescence. For example, it has been shown 
that blockade of TGFβ signaling delays the return of cycling HSCs to quiescence in vivo 33.
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In situations of stress, such as a serious infection or blood loss, HSCs can become 
activated to proliferate and differentiate 34. After the damage is repaired, activated 
HSCs return to dormancy, indicating that the switch between the two states is not purely 
stochastic, but a well regulated physiological response. Repeated or continuous exit from 
dormancy has been linked to DNA damage and attrition, which provides an explanation 
for accumulation of DNA damage with ageing 35. A correct understanding of this process 
is critical not only because of its possible implication in ageing or disease, but also for its 
relevance in therapy. Granulocyte colony-stimulating factor (G-CSF) is used clinically to treat 
leukopenia and for peripheral blood mobilization of HSPCs, which is currently the preferred 
option for transplantation 36. Initially, G-CSF was reported to promote the proliferation of 
LT-HSC cells, some of which would then migrate to the periphery 37. Increased exhaustion 
derived from this process was a possible concern associated with this practice, but recent 
evidence indicates that G-CSF mobilizes dormant HSCs without proliferation 38. The downside 
could be, however, that the bone marrow of the donor becomes depleted of LT-HSC.

Although all HSCs are defined by their ability to self-renew and differentiate, an 
increasing body of evidence shows that these properties are not equally shared by all clones. 
Early studies with retrovirally marked HSCs had identified lineage-restricted repopulation 
patterns 39, but the idea of distinct stem cell classes was rejected in favor of dynamic 
changes of lineage contribution after transplantation 40. A long-standing view was that 
HSCs were homogeneous, but individual clones could behave differently depending either 
on environmental cues or stochastic mechanisms 41,42. However, Sieburg and colleagues 
showed that the HSC compartment consists of distinct subsets with varying potentials for 
self-renewal and differentiation, which are epigenetically programmed 43,44. Dykstra et al. 
defined four subsets (α, β, γ and δ) with different degrees of self-renewal and preference for 
myeloid or lymphoid lineages 45. More recently, the Goodell group identified stable myeloid- 
(My) and lymphoid-biased (Ly) HSCs that are differentially regulated by TGFβ1 46. 

2.3 Evolving views of hematopoiesis
Traditionally, hematopoietic differentiation has been portrayed as a series of stepwise 
transitions between discrete cell states 8. At each stage of differentiation, populations are 
functionally homogeneous and only commit further by undergoing binary fate decisions 
(Figure 2A). However, this “classical” model has come under scrutiny in the last decade as 
more evidence accumulates that the hematopoietic hierarchy consists of heterogeneous 
populations with gradual progression from one to the next 23. The insights derived from new 
technologies, particularly single cell sequencing, have been critical in this paradigm shift.

The use of surface markers and flow cytometry enabled the distinction between different 
stages of maturation that underpins the classical model of hematopoiesis. While this strategy 
shed light on this complex process, the limited availability of surface markers initially led to 
oversimplification. As new markers were discovered and techniques like mass cytometry 
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were developed, models grew in complexity and the notion of a “hematopoietic continuum” 
began to emerge 47. Nevertheless, the usefulness of flow cytometry is dependent on the 
existence of specific surface markers in a given cell type. In contrast, massively parallel single 
cell RNA-sequencing (scRNA-seq) allows unbiased characterization of thousands of cells and 
their representation by similarity of gene expression 48,49. Pioneering scRNA-seq studies in 
mouse 50,51 and humans 52–54 showed a continuous distribution of cells ranging from primitive 
HSCs to terminally differentiated stages. 

Taken together, these findings have converged on a revised model of the hematopoietic 
tree in which lineage commitment is a continuous process (Figure 2B) 23. In this new 
framework, the progenitors of the classical model reflect arbitrary groups of cells delimited 
by certain surface markers rather than true stable cell states. This proposed continuum 
accommodates the heterogeneity of the HSC compartment described above, as well as the 
multiple MPP subpopulations identified by others 55. Nonetheless, there are caveats with this 
model. On the one hand, despite their limitations, surface markers identify subpopulations 
with unique functions and restricted differentiation potential 23. On the other, coupling 
scRNA-seq with genetic perturbations identified distinct transition points safeguarded by 
key hematopoietic TFs 56,57. Furthermore, variability of gene expression may cause enough 
transcriptome diversity to blur the differences between phenotypically similar cells 58. To 
reconcile these different lines of evidence, a compromise has emerged in the shape of 
a “punctuated continuum” where punctuated transitions delineate groups of functionally 
similar cells in the differentiation continuum (Figure 2C) 5,23.

LT-HSC

ST-HSC

MPP

MPP

CLPCMP

HSC pool HSC pool

ST-HSC

Classical model Continuum Punctuated continuumA B C

Figure 2. Evolving view of hematopoiesis. In the classical model of hematopoiesis, differentiation progresses 
in a step-wise manner (A), in contrast with the hematopoietic continuum inferred from single cell data (B). The 
punctuated continuum model reconciles the two views, adding transition stages between groups of functionally 
similar cells (C). Figure adapted from 5 and 23 using material from Servier Medical Art by Servier. 
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Another major development in the last decade is the ability to study hematopoiesis 
under physiological conditions (steady state), thanks to lineage-tracing approaches 59. 
Previously, most evidence derived from in vitro colony assays and in vivo transplantation 
experiments, which fail to reproduce the environment and stimuli found in unperturbed 
bone marrow. A landmark study using the Sleeping Beauty transposase to tag progenitor 
cells and their progeny revealed that LT-HSCs have a limited contribution to blood 
production during adulthood 60. Instead, the authors proposed that a large pool of ST-HSCs 
and MPPs specified in the perinatal period support hematopoiesis, leading to substantial 
clonal diversity. Nevertheless, another study with YFP-based label tracing concluded that, 
while most mature cells are indeed derived from ST-HSCs, a continuous input from LT-HSCs 
is required 61. The Reizis group showed a much higher and faster contribution of LT-HSCs to 
steady state hematopoiesis, with 3-8% of these cells differentiating every day 62.

Furthermore, a combination of cell barcoding and scRNA-seq revealed a number 
of surprising findings: HSCs and early progenitors exhibit lineage biases, and multiple 
routes converge on monocyte differentiation 63. Crucially, other studies also showed the 
predominance of unipotent cells within compartments that are multipotent as a whole 
53. At the same time, these compartments retain bilineage potential until late stages of 
hematopoiesis, calling into question the traditional divide between myeloid and lymphoid 
branches 64.

In summary, new technologies have reshaped the traditional conception of 
hematopoiesis, and will probably continue to do so in the years to come. Even though many 
unknowns remain, it has become clear that hematopoiesis is not a series of discrete and 
compartmentalized stages, and that fate choices are not purely binary decisions.

2.4 The influence of the niche
Hematopoietic stem cells do not reside in the marrow in isolation. As early as 1978, drawing 
from findings by Michael Dexter 65 and his own observations, Ray Schofield proposed 
that HSCs are surrounded by other cells that prevent their maturation and ensure their 
proliferation, forming a microenvironment that he termed “the niche” 66. In this novel 
framework, differences between the bone marrow niche and the spleen could explain 
the diminished self-renewal of CFU-S cells compared to bone marrow HSCs. Since then, 
advances labelling and imaging technologies have made it possible to characterize in detail 
this microenvironment 67.

Multiple cell types residing in the niche form a complex multicellular network essential 
for HSC localization, maintenance and differentiation, including osteoblasts68, CXCL12-
abundant reticular cells (CAR cells), macrophages, megakaryocytes 69 and mesenchymal 
stem cells (MSCs) 70. Several factors modulate HSC function, but SCF/KITLG, CXCL12 and 
thrombopoietin are known to be absolutely critical for their survival 71. CXCL12 controls 
the bone marrow retention of HSCs through interaction with the CXCR4 expressed on the 
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surface, but it can also mediate their mobilization 72. The main sources of SCF and CXCL12 
in the bone marrow are perivascular and endothelial cells located around sinusoids, most 
of which express the leptin receptor 73. These cells, which have also been described as 
“CAR cells”, represent 0.3% of the bone marrow cells and are critical for HSC maintenance, 
according to ablation experiments 71.

Alterations in this multicellular network inevitably lead to disturbances in normal HSC 
function. During ageing, changes in the bone marrow microenvironment further contribute 
to the intrinsic deterioration of HSCs 74, as shown by the lower transplantation efficiency of 
HSCs in aged recipients 75. Aged perivascular epithelial cells exhibit increased leakiness and 
express lower levels of SCF and CXCL12, a process that can be reversed by infusion of young 
cells 76. On the other hand, an altered bone marrow niche can promote and sustain malignant 
transformation 70. Deletion of Dicer1 in mouse bone progenitors fostered the development 
of myelodysplastic syndrome (MDS), which occasionally transformed to AML 77. Conversely, 
leukemic stem cells (LSCs) can remodel their microenvironment to better suit their needs. 
In myeloproliferative neoplasia, MSCs overproduce altered osteoblast progenitors, which 
exhibit reduced ability to sustain normal HSCs, but support LSCs 78. In a model of AML 
with MLL-AF9, degeneration of sympathetic nerve fibres also lead to increased osteoblast 
differentiation at the expense of HSC-supporting cells 79.
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3. EPIGENETIC CONTROL OF HEMATOPOIESIS

Hematopoiesis is a tightly regulated process that ensures a steady supply of blood cells 
of multiple lineages, each of them endowed with specialized functions. This process is 
punctuated by a series of choices between cell fates, forming a continuous spectrum of 
progressively differentiated cell types. The choices along this continuum are governed by 
intrinsic and extrinsic factors, which are collectively known as “epigenetics”. The prefix 
“epi” in Greek means “on” or “above”, and thus the term “epigenetics” refers to factors in 
the genome beyond the genetic code. It was originally coined by the embryologist Conrad 
Waddington in 1942 to define the “whole complex of developmental processes” that bridge 
“genotype and phenotype” 80. He went on to define the “epigenetic landscape” as a number 
of developmental pathways that a cell may take during differentiation, metaphorically 
depicted as a ball rolling downhill through a series of branching ridges and valleys 81. Each 
valley represents a possible cell fate and the ridges between the valleys are barriers that 
maintain that fate once it has been chosen, often in a binary manner 82. The shape of the 
landscape is determined by genetic regulatory mechanisms, which are illustrated as pegs 
underpinning the ridges and valleys 83. These visual metaphors, more than 50 years old, are 
reminiscent of our current understanding of hematopoietic differentiation.

A B

Figure 3. Early representations of the epigenetic landscape. (A) A cell, represented as a ball, rolls down the 
landscape through a series of branching points representing fate choices. (B) Underlying regulation by genes, 
represented as pegs underpinning the landscape 81

Although the epigenetic landscape proposed by Waddington –only few years after the 
discovery of the double helix structure of DNA– was strikingly prescient, the processes bridging 
genotype and phenotype were merely an abstraction. The first instance of gene regulation 
can be traced back to the “controlling elements” proposed by Barbara McClintock, based on 
her discoveries of transposition in maize 84. In 1961, the operon model of Jacob and Monod 
firmly established the existence of gene regulation 85. Only decades later would advances 
in molecular biology reveal mechanisms such as DNA methylation, histone modifications 
or chromatin conformation – initially discovered and researched independently. Over the 
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years, “epigenetics” has become an umbrella term for any mechanism governing gene 
expression without changes in the DNA sequence 86. 

Increased insight into these mechanisms has been critical in the characterization of 
hematopoiesis, both in health and in disease. We now know that transitions between 
differentiation stages are a result of changes in gene expression following epigenetic 
mechanisms, which are thus ultimately responsible for fate choices 87. The current section 
describes these mechanisms, starting with general principles of gene expression and 
continuing with their involvement in hematopoiesis.

3.1 Principles of transcriptional regulation 
The completion of the Human Genome Project in 2004 revealed that the human genome 
encodes for roughly 20,000 protein-coding genes 88. Although many of these genes are 
ubiquitously expressed, some are specific to a certain tissue or even certain cells 58,89. These 
tissue-specific genes are responsible for morphological and functional differences between 
cells in development and differentiation, and as such they are under strict regulation. 

Gene expression starts with transcription, defined as the copying of a DNA sequence 
into RNA by a member of the RNA polymerase family of enzymes. RNA polymerase II (Pol 
II) transcribes all protein-coding and most non-coding genes, whereas Pol I and Pol III 
transcribe ribosomal RNA (rRNA) and certain small non-coding RNAs (ncRNAs), respectively 
90. Transcription can be divided into three distinct phases: initiation, elongation and 
termination. Transcription begins at the transcription start site (TSS), located at the 5’ end 
of a gene, and progresses towards its 3’ end. The region around the TSS is known as the 
promoter, which comprises a proximal region upstream of the TSS and a core promoter of 
40-50 base pairs (bp) around the TSS 91. The proximal promoter region contains binding sites 
for transcription factors (TFs), proteins that recognize specific DNA sequences and foster 
recruitment of the transcription machinery, including Pol II and other cofactors 91. The core 
promoter serves as a platform for Pol II and the general transcription factors (GTFs), which 
together form the pre-initiation complex (PIC) 92. 

Core promoters are generally sufficient to initiate transcription, but they have low basal 
activity. This activity can be further increased by interaction with another class of distal 
regulatory elements termed enhancers (Figure 4A) 92. Enhancers are small segments of DNA 
that recruit TFs through short, specific DNA sequences (motifs) to regulate transcription 93. 
They collaborate in the recruitment of Pol II by forming loops with target promoters, which 
explain their ability to act at a distance 94. In addition, there are a number of other distal 
cis-regulatory elements (CREs) that participate in gene regulation, including silencers and 
insulators. Silencers reduce transcription from their target promoters by bringing repressive 
TFs, known as repressors 95. Insulators bind architectural proteins that generate loop 
domains, thus blocking interaction across domains and favouring those within the same 
loop (Figure 4B) 96.
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Figure 4. Transcription initiation is regulated by enhancers and promoters. (A) Promoters recruit general 
transcription factors (GTFs), which in turn facilitate the binding of RNA polymerase II (Pol II), leading to the 
formation of the pre-initation complex (PIC). Transcription from promoters is favoured by distal enhancers, which 
bind sequence-specific transcription factors (TF) and cofactors (COF). Figure adapted from 92. (B) Chromatin loops 
enable contacts between distant enhancers and promoters, while preventing interactions with CREs outside the 
loop. 

Moreover, the activation of gene regions is regulated by the three-dimensional 
organization of DNA. In eukaryotes, genomic DNA is hierarchically packaged by histones 
into chromatin, composed of strings of nucleosomes, to fit inside the nucleus and control 
its accessibility 97. Chromatin can switch between transcriptionally active euchromatin and 
inactive heterochromatin 98. Transcription requires binding of TFs and the transcriptional 
machinery to DNA, which is only possible if chromatin is open. Therefore, a number of 
factors such as DNA methylation and histone modifications regulate DNA accessibility by 
modulating the properties of nucleosomes, thus allowing transcription 97. Proteins known as 
“chromatin remodellers” directly influence chromatin structure when recruited by pioneer 
TFs, which can uniquely bind the DNA in nucleosomes at enhancers and promoters 99.

3.2 Hierarchical folding of chromatin

1.1.1 The nucleosome
The basic unit of chromatin organization is the nucleosome (Figure 5). Nucleosomes were 
originally described by Don and Ada Olins in 1974 as a series of “beads on a string” observed 
by electron microscopy 100, and their structure was subsequently elucidated by Kornberg 
and Thomas in the same year 101. Currently, it is well established that nucleosomes comprise 
i) a core particle of 146-147 base pairs of DNA wrapped in 1.65 superhelical turns around 
an octamer of histone proteins (two each of H2A, H2B, H3 and H4), ii) linker DNA of variable 
length between 10 to 90 bp 102. Histones are small, positively charged proteins that can 
strongly bind the negatively charged backbone phosphates of DNA through electrostatic 
interactions 103. This fiber of approximately 11 nm of diameter constitutes the primary level 
of organization of chromatin. It is estimated that 75–90% of genomic DNA is wrapped in 
nucleosomes 104.
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Figure 5. Schematic representation of hierarchical folding of chromatin, with the nucleosome as its basic unit 103. 
Note that the 30 nm fiber has only been observed in vitro and its existence is therefore questioned.

However, nucleosomes only lead to a DNA compaction of 5-fold, whereas encapsulating 
the roughly 2 m of DNA in the nucleus of human cells requires a compaction of 10,000-fold 
105. This strongly hints at the presence of higher orders of chromatin organization. Indeed, 
binding of a linker histone H1 to 10 bp of DNA linker on both sides of the nucleosome 
results in further packaging of DNA in the form of the “chromatosome” 103. For decades, it 
was widely accepted that a second level of organization was the a fiber of 30 nm observed 
in vitro, driven by nucleosome-nucleosome interactions 106. Nevertheless, such a regular 
structure has not been observed in vivo 107, suggesting that an extensive 30-nm fiber is not 
stable in physiological conditions 108. Instead, super-resolution microscopy revealed that 
nucleosomes form clusters or “clutches” of varying size 109, which indicates that chromatin 
may exhibit different folding levels at a smaller scale.

The function of DNA packaging in nucleosomes is twofold – in addition to ensuring that 
the DNA fits inside the nucleus, it plays a critical role in the regulation of gene expression 105. 
Nucleosomes hinder the binding of sequence-specific TFs to CREs, including promoters and 
enhancers 110. Furthermore, the wrapping of DNA around histones prevents transcriptional 
initiation by blocking the formation of the PIC at the TSS, while allowing chain elongation 
111. DNA wrapping around nucleosomes achieves efficient repression of coding genes and, 
perhaps more importantly, of the multitude of intergenic TSSs spread throughout the 
genome, thus limiting pervasive transcription 105. Elongation can overcome nucleosome 
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barriers by displacing H2A/H2B dimers, while an hexasome remains attached, a process that 
can be aided by the FACT complex 112. As transcription rate increases, higher density of Pol II 
may lead to complete eviction of the histone hexamer 113.

3.2.2 Nucleosome free regions
Nucleosome eviction or destabilization in nucleosome-free regions (NFR) is a critical 
requirement for the binding of TFs to cis regulatory elements and initiation of transcription 
114. These accessible chromatin regions are susceptible to digestion by nucleases, and 
as such they are also known as DNase hypersensitive sites (DHS) 110. Galas and Schmitz 
developed DNAse footprinting as a method to study the fragments of DNA protected from 
DNase degradation by bound proteins – the “footprint” of such proteins 115. Use of these 
methods revealed that active chromatin coincides with nuclease hypersensitivity, which is 
lost when loci return to an inactive state 116. Moreover, the observation that the 5’ ends of 
heat shock genes are hypersensitive to DNase I also suggested that sites in those regions 
may be recognized by regulators of gene expression 117. Next generation sequencing has 
enabled DNA footprinting at the genome scale with single nucleotide resolution 118, a 
technique known as DNAse-seq. 
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Figure 6. Assessing DNA accessibility with ATAC-seq (adapted from 125). The Tn5 transposase cuts open chromatin 
and ligates adapters, enabling the sequencing of NFR fragments, which can be identified by peak calling algorithms. 

DNAseq-seq identifies accessible nucleosome-depleted regions as peaks enriched for 
sequencing reads, in which narrow depressions correspond to TF footprints protected 
from DNAse 119. More recently, the Assay for Transposase Accessible Chromatin with high-
throughput sequencing (ATAC-seq) has gained prominence as an alternative to DNAse-seq. 
This technology probes DNA accessibility with hyperactive Tn5 transposase, which inserts 
sequencing adapters into open chromatin regions (Figure 6) 120. Whereas DNAse-seq requires 
tens of millions of cells as input material, ATAC-seq can be performed on a few thousand 
cells, allowing the characterization of rare samples or cell populations. This, together with 
the fact that new ATAC-seq protocols are cheaper, less laborious and deliver similar quality 
as DNAse-seq, has led to a widespread adoption of the technique 121. For example, genome-
wide profiling of the chromatin accessibility landscape was conducted with ATAC-seq in 23 
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cancer types 122. Although ATAC-seq and DNAseq-seq have different biases footprint shapes, 
they identify similar TF binding sites 123. A variation of this technique, single-cell ATAC-seq 
(scATAC-seq), provides insights into cell-to-cell variation of the regulatory landscape 124.

3.2.3 Mechanisms of nucleosome eviction
Chromatin accessibility is facilitated by several processes, including the replacement 
of canonical histones with histone variants, the eviction or repositioning of histones by 
chromatin remodelers and the covalent modification of histones 126. Aside from these active 
mechanisms, the underlying DNA sequence plays a critical importance in the determination 
of nucleosome positioning 127. 

Although positively charged histones can interact with negatively charged DNA regardless 
of its base composition, some sequences (such as TATA and CAG) have a much higher 
affinity for nucleosomes than others 128. On the contrary, homopolymeric tracts of poly(dA)-
poly(dT) are intrinsically rigid and as such disfavor nucleosome formation 129, which is why 
they are often found in linker DNA between nucleosome core particles 127. Moreover, these 
tracts are also present in gene promoters, where they stimulate transcription 130. Although 
these fundamental principles were originally discovered in yeast, more recent studies in 
humans have also established a clear relationship between sequence and nucleosome 
positioning in human cells 131,132. 

However, DNA sequence is not the major determinant of nucleosome positioning. 
Comparative studies of nucleosome assembly on genomic DNA show that the level of 
depletion in promoters is smaller in vitro than in vivo, indicating that other factors contribute 
to this depletion 133,134. In particular, ATP-dependent chromatin remodeling enzymes 
are critical for the establishment of in vivo patterns of nucleosome positioning 127. These 
proteins, commonly referred to as “remodelers”, are classified into four functionally related 
subfamilies: imitation switch (ISWI), chromodomain helicase DNA-binding (CHD), switch/
sucrose non-fermentable (SWI/SNF) and INO80 135. All of them share an ATP-dependent DNA 
translocase domain that binds the nucleosome and breaks contacts with the DNA, thereby 
promoting DNA translocation and nucleosome repositioning or editing 135. In addition, 
they harbor additional domains that tailor the DNA translocation to specific functions and 
determine their selectivity for certain genomic locations. 

The recruitment of remodelers is primarily mediated by transcription factors in a 
sequence-specific manner 93. Pioneer factors, a special class of TF that can bind closed 
chromatin, collaborate with remodeling factors to make chromatin accessible to other TFs 
136. Cirillo and colleagues first used this term to describe the factors FOXA (HNF3) and GATA4, 
after demonstrating they bind nucleosome arrays and open compacted chromatin 137. 
Previously, it had been shown that GATA4 is among the first TFs to bind essential regulatory 
sites in development 138 and that GATA1, a related member of the same family, induces the 
disruption of nucleosomes and formation of DHS 139. The effect of GATA1, a transcriptional 
activator of erythroid-specific enhancers, is mediated by the recruitment of the BRG1 
ATPase subunit of the SWI/SNF complex 140. 
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Moreover, remodelers can also be recruited and modulated by histone modifications 
via specific domains 135,141. For example, acetylated lysines can be recognized by 
bromodomains present in subunits of the SWI/SNF complex, thus anchoring SWI/SNF to 
acetylated nucleosomes 142,143, which are displaced as a result 144. This explains the ordered 
recruitment of these factors observed in promoters 145. Conversely, other modifications 
shield nucleosomes against remodelers. For instance, the Polycomb repressive complex 1 
(PRC1) inhibits chromatin remodeling by excluding SWI/SNF 146.

 
3.2.4 Higher order chromatin organization
Beyond the level of individual nucleosomes, chromatin is further organized into higher-
order structures that play a critical role in gene regulation (Figure 7). Together with 
microscopy-based approaches, the chromosome conformation capture (3C) technology 
147 and its derivatives (Box 1) have greatly improved our understanding of this hierarchical 
organization 148. 
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Figure 7. Three-dimensional genome organization and gene regulation 149. Chromosomes are spatially segregated 
into subnuclear territories (A), each of which contains two types of chromatin referred as “A” (active) or “B” 
(inactive) compartments (B). At a scale of 10-100 kb, chromatin folds in topologically associating domains (TADs) 
delimited by CTCF (C), which in turn harbor loops between enhancers and promoters (D). 
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At the largest scale, chromosomes segregate into independent “territories” (Figure 7A), 
which were originally proposed more than a century ago, but whose existence was only 
validated by FISH in the 1980s 150. The development of Hi-C revealed that chromosomes are 
folded into two largely independent compartments (Figure 7B), arbitrarily labeled A and 
B, defined by the eigenvector or first component of a principal component analysis (PCA) 
of the interaction matrix 151. Compartment A, which roughly corresponds to euchromatin, 
is associated with greater gene density, active transcription and open chromatin, as well 
as active histone modifications. On the contrary, compartment B is more densely packed 
and exhibits a transcriptionally repressed state characteristic of heterochromatin. Regions 
belonging to one compartment preferentially interact with other regions of the same 
compartment, which are not necessarily contiguous in the linear genome. Spatial hubs bring 
together regions from different chromosomes, concentrating around nuclear speckles if they 
are transcriptionally active, or close to the nucleolus if they are inactive 152. More recently, 
higher resolution Hi-C has suggested that compartments A and B can be subdivided into two 
and four subcompartments, respectively 153. 

Box 1. Proximity ligation approaches to study chromatin architecture

Proximity ligation was first used to study DNA loops between the rat prolactin promoter 
and a distal enhancer in 1993 154, but the key breakthrough introduced by the 3C 
technique was the addition of formaldehyde crosslinking to improve the efficiency 
of proximity ligation reactions 147. As a result, 3C enabled the detection of long-range 
chromatin interaction between any pair of genomic loci (one versus one). The 3C protocol 
starts with the formaldehyde treatment to crosslink the chromatin proteins to their 
associated DNA, followed by restriction enzyme digestion. The digested DNA is re-ligated 
in conditions that favor ligation of adjacent DNA, which is quantified by either PCR or 
sequencing approaches to determine chromatin contacts.

There are multiple variations of this protocol. In chromosome conformation capture-on-
chip (4C), a second round of digestion and ligation is used to increase resolution 155. An 
inverse PCR is then used to capture interactions between the locus of interest and the 
rest of the genome (one versus all). In the Hi-C method, the digested DNA is labeled 
with biotin, enabling the enrichment for ligation products with streptavidin pull-down 151. 
Coupled with high throughput sequencing, Hi-C creates genome-wide contact maps that 
reflect chromatin organization (all versus all). Further improvements of this technique 
include in situ Hi-C 153, with an increased percentage of informative ligation products, and 
single cell Hi-C 156.

Further examination of high-resolution Hi-C data showed that compartments consist of 
the so-called topologically associating domains (TADs, Figure 7C), regions of 100 kb to 1 
Mb within which interactions occur more frequently than with adjacent domains 157–159. 
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Alternative names found in the literature include “insulated neighborhoods” 160, “loop 
domains” 153 and “contact domains”161, all of which describe roughly the same structures 
commonly known as TADs. These domains are separated from each other by boundaries 
enriched in CTCF binding sites, typically oriented in convergent fashion, which engage in 
strong interactions that suggest the presence of loops 153. Boundary CTCF binding sites are 
often arranged in clusters, forming so-called “super-anchors” 162. 

TADs visually appear as squares along the diagonal of the contact matrix, but can be 
systematically identified by specialized algorithms termed “TAD callers” 163. The original 
DomainCaller implemented a directionality index (DI) that measures the interaction bias 
with upstream (negative DI) or downstream (positive DI) regions 158. In TAD boundaries, the 
DI changes its sign to reflect the abrupt change in the polarity of DNA interactions. Initial 
analyses determined that TADs were remarkably conserved across cell types or even species 
153,158. Nevertheless, increasing Hi-C resolution revealed that TADs are further organized into 
smaller domains called sub-TADs, which are often cell-type specific and exhibit weaker 
insulation 153,164. Accordingly, some TAD callers such as Arrowhead 153 implement multiscale 
approaches to explore the entire TAD hierarchical structure. Moreover, single cell Hi-C reveal 
substantial heterogeneity between single cells, implying that the TADs in bulk Hi-C emerge 
from population averages and not physical structures found in individual cells 165,166. 

Contained within TADs are smaller loops of a few kb, often referred to as regulatory or 
functional loops, which mediate the interaction between enhancers and gene promoters 
167. The existence of DNA looping was originally posited in the 1980s as one of several 
mechanisms 168 to explain previous observations of transcription factors acting at a distance 
169,170. Despite early reports supporting the looping model 171, long-range interactions 
remained controversial until recently 172. The advent of 3C technologies allowed the 
systematic identification of loops and their association with transcription 147. Critically, these 
contacts were proven to directly induce transcription in experiments with forced chromatin 
loops between the Hbb promoter and its enhancer 173. More recently, a new entity termed 
“chromatin nanodomains” (CNDs) has been proposed as an intermediate step between 
TADs and loops 174. 

3.2.5 Mechanisms of chromatin organization
The observation that TAD boundaries are enriched for CTCF binding pointed to a role for this 
protein in the formation of insulated domains 158. Initially characterized as a transcription 
factor, CTCF has long been considered the primary insulator in mammals 175, with some early 
evidence linking this function to DNA looping 176. Nevertheless, the insulation function of 
CTCF may not be entirely dependent on loop extrusion 177. The vast majority of CTCF motifs 
at loops anchors are in convergent orientation, suggesting this pattern is a requirement for 
loop formation 153. Indeed, the removal or change in orientation of CTCF sites can disturb 
a TAD boundary, resulting in ectopic contacts between gene promoters and cis-regulatory 
elements that are normally isolated from each other 160,178. In line with this, loss of TAD 
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boundaries may cause aberrant expression of oncogenes and developmental factors, 
leading to cancer and birth defects 179–181. Nevertheless, since only 15% of CTCF binding sites 
are located in boundary regions, it soon became clear that the binding of this protein by 
itself was insufficient to induce the formation of TADs 158. 

Subsequent studies revealed that cohesin frequently co-localizes with CTCF at TAD 
boundaries, but also at the anchors of smaller loops that connect enhancers and promoters 
153,164. Cohesin forms a ring-shaped structure containing the subunits SMC1, SMC3, RAD21 and 
STAG1/2, loaded onto chromatin by NIPBL and MAU2, and unloaded by WAPL and PDS5A/B 
182. Cohesin, like condensin, is a member of the structural maintenance of chromosome 
(SMC) family, highly conserved ATPases that topologically encircle DNA to produce loops 
183. Originally identified in connection with DNA repair 184, cohesin is involved in sister 
chromatid cohesion 185,186 and, together with condensin, also in chromatin condensation in 
preparation for mitosis 185,187. Several reports in the early 2000s suggested that cohesin and 
its loading factor NIPBL were implicated in transcriptional regulation, possibly by interfering 
with enhancer-promoter interactions 188,189. This function was attributed to transcriptional 
insulation in cooperation with CTCF, which was necessary for cohesin enrichment at 
specific loci 190,191. Shortly afterwards, it was shown that cohesin and CTCF in fact mediate 
transcriptional activation  via long-range interactions between enhancers and promoters 
192,193.

Connecting these findings with the observations from Hi-C studies and polymer 
simulations, the “loop extrusion model” was proposed 194–196. According to this model, 
chromatin loops are formed by the extruding activity of SMC proteins such as cohesin or 
condensin, which progressively reel DNA until blocked by a CTCF protein in proper orientation 
(Figure 8). This process occurs recurrently as loops form, grow and eventually dissociate 
194. It is believed that CTCF stabilizes these loops by creating a physical barrier for cohesin 
while preventing its unloading by WAPL 197. The loop extrusion model has been validated by 
single-molecule imaging showing that cohesin can diffuse rapidly on DNA until it encounters 
DNA-bound CTCF 198 and, strikingly, real-time imaging of DNA loop extrusion by condensin in 
vitro 199. In interphase, loop extrusion by cohesin gives rise to TADs and enhancer-promoter 
contacts, but these features disappear in prophase as cohesin is unloaded and chromatin is 
compacted by condensin into consecutive loops 200,201. When cells exit mitosis, they quickly 
reconstruct their 3D organization, with sub-TADs being formed first, some of which converge 
into large domains later on following a bottom-up hierarchy 202. The loop extrusion process is 
dependent on cohesin’s ATPase activity, although loops can be maintained without energy 
input after their formation 203. It has been proposed that other mechanisms may contribute 
to loop formation, namely diffusion by Brownian motion and pushing by RNA pol II 148. 
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Figure 8. Stabilization of cohesin by convergently-oriented CTCF proteins. (A) According to the loop extrusion 
model, cohesin reels in DNA until it encounters two convergently oriented CTCF binding sites. Extrusion by human 
cohesin is symmetrical 197. (B) Schematic overview of the cohesin complex (C) CTCF motifs at loop anchors are 
arranged in opposite orientation at each strand.

Although both TADs and enhancer-promoter interactions involve loop extrusion by 
cohesin, there are differences between these layers of spatial organization. While CTCF is 
present at the vast majority of TAD boundaries, it is only found at a small fraction of 
enhancer-promoter loops 164. Moreover, the cohesin complex at TAD boundaries can 
contain either STAG1 or STAG2 together with CTCF, whereas cell-type-specific contacts are 
preferentially bound by STAG2, which cannot be replaced by STAG1 204. Instead of CTCF, the 
anchors of these cell-type-specific interactions are frequently occupied by another DNA-
binding zinc factor called YY1 205,206. Depletion of YY1 leads to changes in gene expression 
and loss of enhancer-promoter loops, which are restored upon recovery of YY1 levels. Like 
CTCF, YY1 is ubiquitously expressed and forms homodimers, suggesting it stabilizes cohesin 
in an analogous manner. Interestingly, almost 30% of CTCF-binding sites are co-occupied by 
YY1, particularly at conserved CpG islands, which implies a potentially cooperative action in 
3D genome organization 207. The Mediator complex has also been implicated in short-range 
interactions in collaboration with cohesin 164,193, but recent studies indicate it may act as a 
functional rather than an architectural bridge between enhancers and promoters 208,209. Thus, 
while Mediator is not required for physical contacts, it relays information from transcription 
factors to RNA pol II, contributing to the assembly of the PIC. In addition, cohesin at non-
CTCF sites may be stabilized by other transcription factors 210, such as OCT4 211.

Consistently with the loop extrusion model, depletion of either CTCF 212 or cohesin 213 
results in loss of all CTCF-mediated loops, whereas loss of the cohesin release factor WAPL 
increases retention of cohesin, leading to longer loops 214. Interestingly, the changes in 
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chromatin structure observed in these experiments had small effects on gene expression, 
with only a few hundred of genes found differentially expressed 212,213. This suggests additional 
layers of spatial organization beyond cohesin-mediated loops. Indeed, there are several 
other mechanisms whereby transcription factors can shape the 3D genome independently 
of both cohesin and CTCF 215. For example, LDB1 is an adaptor protein that dimerizes and 
forms loops 173 upon recruitment by transcription factors such as GATA1 or TAL-1, as it 
does not bind DNA directly 216. Besides, interaction with specific nuclear landmarks such as 
nuclear pores or the lamina also contributes to genome organization 215.

Nevertheless, the other main driver of chromosomal organization aside from loop 
extrusion is thought to be phase separation, which divides chromatin into compartments 
148. Given its polymeric nature, chromatin folds in such a way that epigenetically similar 
states (inactive or inactive) cluster together, thus minimizing interactions with other state. 
Thus, contacts within the active compartment are mediated by interactions between 
transcription factors and components of the transcriptional machinery. This mechanism is 
largely uncoupled from loop extrusion, as shown by the fact that compartments remain 
properly segregated after the removal of CTCF loops 212. Accordingly, the establishment of 
compartments in the transition from mitosis to interphase occurs more slowly than the 
formation of TADs and loops 217. The two mechanisms, phase separation and loop extrusion, 
coexist independently, but at the same time influence each other. For example, TADs 
can bring together regions that can be classified as A and B compartments, which would 
normally remain spatially segregated 148. Along these lines, removal of cohesin leads to 
an increase in compartmentalization 213, whereas depletion of the unloading factor WAPL 
results in stronger TADs and weaker segregation between A and B compartments 214. 

3.2.6 Perturbations of genome structure in disease
Alterations in the 3D organization of the genome lead to aberrant transcriptional regulation 
that can result in disease or even death. Despite the relatively minor effects of CTCF depletion 
on gene expression, it is absolutely essential, as CTCF knockout embryos are embryonically 
lethal 218. Germline CTCF mutations are associated with intellectual disability due to the 
loss of enhancer-promoter interactions for genes involved in cognitive development 219. 
Somatic mutations in CTCF have been reported in multiple malignancies 220, including 
lymphoid leukemias 221. Similarly, haploinsufficiency of YY1 causes intellectual disability with 
enhancer dysregulation 222; while somatic mutations are rare, dysregulation of its expression 
is common in cancer 223. 

Genetic ablation of cohesin results in cell death as a consequence of defects in sister 
chromatid cohesion during mitosis 185,186, but the importance of gene dysregulation in this 
context is increasingly recognized. Germline mutations in genes encoding cohesin and its 
regulatory factors cause disorders collectively known as “cohesinopathies”, among which 
the Cornelia de Lange syndrome is the most common (with 50-70% of cases due to NIPBL 
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mutations) 224. Somatic mutations in cohesin subunits have been detected in many cancers 
220 and are particularly frequent in myeloid neoplasms 225. 

In addition to alterations in the genes encoding for cohesin-related proteins and CTCF, 
which have widespread effects, diseases have been linked to local alterations. Genomic 
locations co-occupied by both CTCF and cohesin are mutation hotspots in cancer 226, 
which are associated with chromosomal instability and changes in gene expression 227. 
Given the sensitivity of CTCF binding to methylation (further described in section 3.4), 
hypermethylation of CTCF binding sites can also disrupt TAD boundaries and deregulate 
gene expression 228. A recent pan-cancer study of CTCF motifs in TAD boundaries confirmed 
the presence of frequent somatic mutations and hypermethylation 229. 

Moreover, structural rearrangements often affect TAD boundaries both in development 
179,180 and cancer 230, leading to aberrant expression of nearby genes. The high frequency of 
chromosomal abnormalities at TAD boundaries may in fact be an untoward consequence 
of the machinery required to maintain genome organization, as topoisomerase 2B (TOP2B) 
accumulates at loop anchors and induces double strand breaks to untangle DNA during 
extrusion and prevent torsional stress 231. The illegitimate repair of these TOP2B-induced 
double strand breaks can occasionally join two regions that are proximal in space but linearly 
distant, resulting in chromosomal translocations 232. Indeed, breakpoints of translocations 
recurrent in cancer, such as MLL rearrangements, are enriched at loop anchors 231. This 
could also explain why cohesin mutations are largely mutually exclusive with chromosomal 
aberrations in AML.

3.3 The role of histones in gene regulation
Histone proteins consist of a well-ordered globular core (“histone fold”) flanked by 
intrinsically disordered tail domains (“histone tails”) 233. In the nucleosome, the globular 
domains, composed mainly of basic residues, form stable dimers with each other to 
constitute the histone octamer – these account for the majority of DNA-histone interactions 
234. The N-terminal tails of the four core histones and the C-terminal tail of H2A protrude from 
the NCP and harbor abundant arginine and lysine residues, which confer them a positive 
charge 235. This charge enables interaction with negatively charged DNA, which stabilizes 
DNA wrapping in the nucleosome and facilitates the formation of higher order chromatin 
structures 236. Moreover, the tail of H4 (and other histones to a lesser extent) contributes to 
inter- and intra-nucleosome interactions by binding the acidic patch of H2A/H2B, a region 
enriched in acidic residues 234,236. However, histone tails can be deleted without major effects 
on nucleosome integrity, indicating that they are not essential 237.

The tail domains contain a large number of sites that can be target of post-transcriptional 
modifications (PTMs), which modulate the charge of the tail and thus alter the electrostatic 
interactions supporting chromatin structure 235. In addition to this direct effect, PTMs recruit 
transcription factors and remodelers to indirectly regulate chromatin structure. For this 
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reason, it has been proposed that PTMs collectively create a “histone code” that can be 
read or written by other proteins 238,239. Besides, histone variants also modulate the stability 
of the nucleosome and play a key role in transcription 234.

3.3.1 The histone code
The existence of histone tail PTMs has been known since 1964, when Vincent Allfrey showed 
that acetylation and methylation are incorporated after synthesis of the polypeptide chain 
240. Crucially, he also demonstrated that acetylation promotes RNA synthesis by relieving the 
repressive effect of histones on transcription. Since then, several other histone modifications 
have been identified, especially through the use of mass spectrometry in the last two 
decades 241. However, acetylation and methylation remain the best understood, followed by 
phosphorylation and ubiquitination 242. Furthermore, modifications of the central globular 
domain have also been reported to influence nucleosome stability 243. Finally, there is 
increasing evidence for a role of modifications of the terminal tip of the histone tails (as 
opposed to the better characterized PTMs of the side chain) 244.

In their seminal article, C. David Allis and Brian Strahl put forward the “histone code” as 
a language encoded on histone tail domains that could be read, written or erased by specific 
proteins 238. A stepping stone for this hypothesis was the realization that bromodomain-
containing proteins bind acetylated lysines, constituting the first example of “reader” 245. 
The existence of “writers” that add histone modifications had been known since 1996, with 
the identification of a histone acetyl transferase (HAT) in Tetrahymena and its yeast homolog 
Gcn5p 246,247. Finally, that same year also saw the isolation of a histone deacetylase (HDAC) 
248, an “eraser” that removes acetylation, although the existence of such enzymes had been 
previously reported 249. According to this model, histone modification is therefore a dynamic 
process regulated by groups of enzymes with opposing activities. 

The histone code hypothesis predicted that similar mechanisms would be identified 
for other modifications, and that was indeed the case. Around the time of its publication, 
enzymes involved in histone phosphorylation 250, dephosphorylation 251 and methylation 
252,253 were identified, shortly followed by the first lysine demethylase (LSD) in 2004 254. 
Earlier studies had suggested the existence of histone demethylases 255, but their molecular 
identity had remained elusive for decades. Thus, the identification of LSDs constituted the 
missing proof that all histone modifications can be written or erased by specific enzymes 
(Table 1), as claimed by the “histone code” hypothesis 256. This framework can be further 
broadened to a general “epigenetic code” by considering higher order chromatin and DNA 
methylation, which follows similar rules involving reading (CpG-binding proteins), writing 
(DNA methyltransferases) and erasing (DNA demethylation via oxidation) 239,257. Additional 
elements of this language have been proposed recently, including the “ink” represented by 
metabolites or the “paper” symbolized by histone variants and chromatin remodelers 258. 
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Table 1. Common histone modifications and their associated enzymes. This table has been compiled with 
information from multiple sources, listed in the last column. A comprehensive catalog of histone modifications is 
available at 259. 

Modification Residues Writer Eraser Readers Source

Acetylation K-ac Acetyltransferases (HAT) Deacetylases (HDAC) Bromodomain, PHD finger 260

Methylation K-me1/2/3
R-me1/2/3

Lysine methyl-transferase 
(KMT)
Protein arginine methyl-
transferases (PRMT)

Lysine-specific 
demethylases (KDM)
Jumonji C-containing 
proteins (JmJC)

ADD, Tudor, WD40, PHD, 
MBT, PWWP

261,262

Phosphorylation S-ph, Y-ph
T-ph, H-ph

Multiple kinases Multiple phosphatases 14-3-3 BIR, 
Tandem BRCT

263

Ubiquiylation K-ub Ubiquitin ligases (RNF family) Deubiquitinating 
enzymes (DUB)

RNF168, RAP80, 53BP1 264

Sumoylation K-su SUMO ligases SUMO-specific 
proteases

SIM-containing proteins 265

ADP ribosylation 
(mono, poly)

E-ar, R-ar
K-ar, S-ar

Poly(ADP-ribose) polymerase 
(PARP), sirtuins

ADP-ribosylhydrolases 
(ARHs)

Macrodomains, PBZ, WWE, 
PBM

266

GlycNAcylation T-og, Ser-og O-GlcNAc transferase (OGT) O-GlcNAcase (OGA) 14-3-3 267,268

Citrullination 
(deimination)

R > Cit Peptidyl arginine deiminases 
(PADs)

None known None known 269

Crotonylation K-cro Crotonyltransferases (HCT) Decrotonylases 
(HDCR)

DPF domain, YEATS domain, 
bromodomain

270

Another key prediction of the histone code was that histone tail modifications may be 
interedependent and act in combination 238. Identification of “bivalent domains” confirmed 
that overlapping histone marks carry a different signal from that of those marks in isolation 
271. In this case, trymethylation of the lysine 27 in H3 (H3K4me3) is associated with active 
promoters and H3K27me3 is associated with repressive chromatin states, but regulatory 
elements marked by both are in an intermediate “poised” state. In enhancers, H3K4me1 
precedes H3K27ac deposition, priming enhancers for further activation as well as providing 
a molecular “memory” of prior activation 272,273. Several more examples of combinatorial 
effects have been described 141.  

Combinations of chromatin marks can be integrated into so-called chromatin states, 
which precisely delineate functionally distinct genomic regions such as promoters or 
enhancers 274. These inferred functional associations are a result of specific recognition by 
reader proteins that contain motifs able to distinguish residues based on their methylated 
stated and surrounding sequence. These motifs include PHD, WD40 and Tudor domains 
capable of binding both arginine and lysine residues 275,276, as well as several others restricted 
to lysines. Interestingly, the same histone modifications can also be associated with opposing 
activities depending on which proteins recognize them, and thus their context 277.

Given the central role of histone modifications in the regulation of gene expression, it 
is hardly surprising that defects in their addition, removal or interpretation are intimately 
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linked to cancer development 258. Accordingly, a large number of emerging therapies are 
targeted at epigenetic readers, writers and erasers 278. 

3.3.2 Exploration of the histone modification landscape
One of the main tools to investigate the patterns of histone modifications is Chromatin 
Immunoprecipitation (ChIP) 279. Originally described in the 1980s 280,281, this technology 
can be applied to identify in vivo binding of any protein associated with chromatin, 
including histones, but also transcription factors or RNA polymerases. These proteins 
are first crosslinked to DNA, forming covalent bonds, by treating cells with formaldehyde 
282. This is followed by fragmentation of the fixed material, usually by sonication, and 
immunoprecipitation of the DNA-bound protein of interest with specific antibodies. Finally, 
the DNA is released from crosslinked proteins and purified for further analysis, which can 
include a variety of molecular biology techniques. In early versions of this method, binding 
regions were detected by dot blot or Southern blot, which made it possible to establish 
that histones remain bound to DNA during transcription 280. Eventually, it was coupled with 
quantitative PCR (qPCR) to measure enrichment at specific regions 283.

A major improvement was the ability to assess regions across entire genomes by 
hybridizing the enriched DNA with microarrays, a method called ChIP-on-chip 284. However, 
this assay had important limitations: coverage and resolution were restricted by the features 
included in arrays and constraints imposed by hybridization chemistry, which also resulted 
in noisier signal due to cross-hybridization. Thus, it was promptly superseded by ChIP-seq, 
which combined ChIP with next-generation sequencing to achieve whole genome coverage 
at high resolution 285. Initial studies using these technology mapped chromatin states 
genome-wide and determined how different histone marks are related to gene expression 
286,287. In the ensuing years, large consortia such as ENCODE 288 or Blueprint 289 capitalized on 
ChIP-seq to define epigenetic states across different tissues. 

Despite its popularity, ChIP-seq requires large cell numbers, which precludes the 
identification of phenomena restricted to small subpopulations. To overcome this drawback, 
single cell approaches have been developed 290. Another hurdle is the presence of artifacts, 
often as a result of cross-linking and pre-amplification by PCR, among other factors 291,292. 
While native ChIP-seq (N-ChIP) avoids the use of crosslinking 293, it is limited to proteins with 
high stability and it may be affected by chromatin rearrangement during the process 294. 
A promising alternative is CUT&RUN, which requires a small amounts of starting material 
and provides a high signal-to-noise ratio at a lower sequencing depth 295. Briefly, CUT&RUN 
tethers a protein A/micrococcal nuclease (pA-MNase) fusion protein to antibody-labelled 
protein loci for directed cleavage. Its successor CUT&Tag follows a similar strategy, but using 
hyperactive Tn5 transposase pre-loaded with sequencing adapters instead, resulting in 
lower costs and facilitating its use in single cell platforms 296.
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3.3.3 Histone acetylation and methylation in transcription
Histone acetylation
Histone acetylation was the first histone modification to be described, as early as 1963 
297. Shortly afterwards, Allfrey described its association with active transcription 240. A 
long-held view was that this link was a result of the physical properties of acetyl groups 
298, which neutralize the positive charge of lysine residues, thereby decreasing their affinity 
for DNA 299. This effect results in destabilization of the nucleosome becomes and increased 
accessibility of the DNA to transcription factors 300. Although this direct (cis) mechanism is 
certainly crucial, the discovery of bromodomains and a slew of proteins containing them 
has revealed that histone acetylation also mediates indirect (or trans) effects as a docking 
site for reader proteins 256. As mentioned before, bromodomain-containing SWI/SNF binds 
acetylated regions 143, providing an example of indirect mechanism for chromatin accessibility 
regulation by acetylation. The human genome encodes 42 bromodomain-containing 
proteins that harbor a total of 56 distinct bromodomains 260. Notably, the bromodomain 
and extra-terminal (BET) family member BRD4, a critical mediator of transcription, is an 
attractive pharmacological target in cancer 301.

The addition of acetyl marks is catalyzed by HATs, which are classified into Type A if they 
have nuclear activity (such as HAT1) and Type B if they reside in the cytoplasm 302. Type A 
HATs transfer the acetyl group after nucleosome formation, whereas type B enzymes modify 
free histones before their deposition. Type B enzymes can be further subdivided into five 
subfamilies in mammals, namely GNAT (KAT2A/KAT2B), MYST (MOZ, MOF, TIP60), p300/
CBP, basal TFs (TAF1) and nuclear receptor cofactors (SRC1). The opposite action of HATs is 
mediated by HDACs, which are classified into three zinc-dependent classes (I, II and IV) and 
a NAD+-dependent class (III) consisting of sirtuin proteins 302. 

Multiple lysines in histone tails can be subjected to acetylation, each of which is 
preferentially recognized by specific readers, writers and erasers 260. This specificity 
argues against a model in which the only function of acetylation is charge neutralization, 
despite early experiments showing a redundant role of different lysines in transcription 
303. Accordingly, specific associations between certain acetylated positions and regulatory 
elements or gene expression have been reported 304,305. Most notably, H3K27ac, which 
is deposited by CBP (KAT3A) or p300 (KAT3B), is associated with active enhancer and 
promoter elements 306. Similarly, the combination of H3K9ac and H3K14ac is frequently 
present at CREs together with H3K27ac, whereas H3K14ac alone is enriched at a subset of 
inactive promoters marked by H3K27me3 307. More recently, acetylation of lysines in the 
H3 globular domains (H3K64ac and H3K122ac) 308 or the H4 tail acetylation H4K16ac 309 
have been linked to subsets of enhancers not marked by H3K27ac. Contrary to PTMs in the 
H3 tail, which mostly depend on specific readers to modulate transcriptions, these three 
modifications directly affect chromatin structure by interfering with nucleosome stability or 
inter-nucleosomal interactions 310–312. 
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Histone methylation
Another prominent histone modification is methylation, which can occur on all basic 
residues: arginines, lysines and histidines 277. Discovered in 1964 313, lysine methylation has 
been extensively studied, but the effect of arginine methylation has only recently started 
to become clear 262. Histidine methylation is very rare and its relevance remains unknown. 
Lysines can be mono- (me1), di- (me2) or trimethylated (me3), whereas arginines can be 
monomethylated (me1), symmetrically methylated (me2s) or asymmetrically methylated 
(me2a) 277. In contrast with acetylation, which is clearly correlated with active transcription, 
the effect of methylation depends on the residue and number of methyl groups. Thus, the 
monomethylations of H3K27, H3K9, H4K20, H3K79 are enriched in actively transcribed 
genes, whereas trimethylation of H3K27, H3K9, and H3K79 marks repressed regions 286. 

Remarkably, H3K4me3 is highly enriched at active promoter regions and H3K4me1 
is linked to enhancer function 314, whereas heterochromatin is enriched for H3K27me3 
286 (facultative) and  H3K9me3 (constitutive) 315. While H3K36me3 is generally found at 
transcribed gene bodies, it may also contribute to repression 316. Some of these marks, like 
H3K27me3 or H3K9me3, can be found in broad domains, often containing repressed genes 
developmental genes 261. 

Methylation is deposited and removed by enzymes with high specificity for certain 
positions and degrees of methylation 261,275. Methyltransferases catalyze the donation 
of methyl groups from S-adenosylmethionine to histones and can be grouped into three 
families 277. Most lysine methyltransferases (KMT) contain a SET domain, including KMT1A, 
the first KMT ever discovered 252. KMT1A specifically metylates H3K9 (H3K9me3) from a 
monomethylated state (H3K9me1), and similar degrees of selectivity can be observed in 
other enzymes of the family. A special group of proteins within this category is the Polycomb 
repressive complex 2 (PRC2), which establishes H3K27me3 (Box 2) 317. The second class 
of KMTs is represented only by DOT1L and exclusively methylates H3K79 318,319. On the 
other hand, arginines are methylated by the multiple members of the protein arginine 
N-methyltransferase (PRMT) family 320. 

Box 2. Polycomb and trithorax proteins

The polycomb group (PcG) of proteins were originally identified in Drosophila as repressors 
of homeotic genes 321. Thritorax proteins (TrxG) were discovered shortly afterwards as 
anti-silencers that activated the expression of homeotic genes 322,323. Both affect histone 
methylation, but the PcG complex PRC2 deposits H3K27me3 to repress transcription, 
whereas TrxG proteins are KMTs that trimethylate H3K4 to induce transcription 317. In 
humans, PRC2 consists of the catalytically active EZH2 and the accompanying subunits 
EED and SUZ12. The PRC1 complex acts as a “reader” by binding H3K27me3-marked 
regions and mediating silencing.
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Removal of lysine methylation is carried out by lysine demethylases (KDM), the first 
of which was discovered in 2004 after long decades of debate regarding their existence 
254. KDM1A, also known as LSD1, contains an amine oxidase domain that demethylates 
H3K4me2/1. Another class of KDMs harbors JmjC domains which catalyze the oxidation 
of methyl groups, as originally shown for the H3K36me2 demethylase, KDM2A 324. The 
existence of arginine demethylases (RDM) remains controversial, but it has been shown that 
certain JmjC-containing KDMs exhibit arginine demethylation activity in vitro 262. 

Despite the strong association between histone PTMs and gene expression, their role 
in transcriptional regulation may be more limited than originally thought 92. Experiments 
in drosophila revealed that transcriptional regulation can occur in the absence of H3K4 
methylation 325 and that point mutations in H3K27 lead to a loss of PRC-mediated repression, 
suggesting that acetylation mainly antagonizes H3K27me3 326. Similarly, H3K4me1 in 
enhancers seems to be dispensable for eRNA synthesis and transcription from promoters 327. 

3.4 DNA methylation
In humans and other vertebrates, DNA methylation commonly refers to the covalent 
addition of a methyl group to the position 5 of cytosine in a CpG context, yielding 
5-methylcytosine (5mC) 328. These methyl groups project into the major groove of DNA and 
modify the functional state of regulatory regions, without affecting the DNA sequence. 
The discovery of 5mC dates back from 1925, as one of the hydrolysis products of Bacillus 
tuberculosis nucleic acids 329, though it was not confirmed in mammalian DNA until 1945 
330. A role for DNA methylation in transcription and differentiation was proposed by several 
authors in the early 1970s 331,332, and subsequently formalized and expanded by two 
papers published in 1975 333,334. In these landmark publications, Riggs and Holliday & Pugh 
independently hypothesized that DNA methylation silences transcription in differentiation 
by affecting the binding of regulatory proteins, and this epigenetic mark is inherited upon 
cell division. Experimental support for this theoretical model was gathered in the following 
years, firmly establishing the link between methylation and gene expression by 1980 335. 

Given that 1% of the human genome consists of 5mC, it has been sometimes referred to 
as “the fifth base” 336. It is estimated that roughly 70-80% of the CpG sites are methylated 
in somatic cells, although the exact percentage greatly varies across tissues 328,337. However, 
methylated cytosines can be converted to thymine by spontaneous or enzymatic deamination 
338,339, leading to an underrepresentation of the CpG dinucleotide of 20% of what would be 
expected 340. The exception to this globally methylated and CpG-poor landscape are the so-
called CpG islands (CGI), regions of 1000 bp on average characterized by high GC content, 
little CpG depletion and absence of methylation 341. 

DNA methylation is a key element of lineage specification. Genome-wide studies have 
identified tissue-specific differentially methylated regions (DMRs), with tissues or cell 
types belonging to the same organs clustering together 342,343. Most of these regions are 
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hypomethylated and overlap with transcription factor binding sites (TFBS) and cis regulatory 
regions related to tissue-specific functions. 

3.4.1 Cellular functions of DNA methylation
DNA methylation has been associated with transcriptional repression since the 1970s, but 
studies in the last decade have drawn a more nuanced picture 344,345. For example, methylation 
in the gene bodies positively correlates with active transcription 346,347. Even so, the traditional 
view generally applies to promoters, whose methylation is inversely correlated with gene 
expression 348. This is particularly evident in the context of X chromosome inactivation 349 
and imprinting 350, two key biological processes in mammalian development. The causal 
relationship between methylation and expression involves direct and indirect mechanisms:

•  Impaired TF binding: DNA methylation can directly repress transcription by preventing the 
binding of activating transcription factors to regulatory regions, as is the case of MYC 351 or 
the ETS family 352. However, other TFs can bind methylated regions, such as SP1 353 or YY1 
352. In fact, an unbiased screen determined that the binding of 23% of TFs is inhibited by 
methylation, but it was enhanced in 34% 354. This same study concluded that the negative 
impact of methylation was due to steric hindrance. However, the causality between these 
two phenomena is not always straightforward – while methylation may dictate TF binding, 
the methylation status of a genomic region can also be affected by the presence of TFs 355. 

•  Recruitment of repressors: methylated CpGs can be recognized by “reader” methyl-binding 
proteins (MBPs), which indirectly contribute to repression via different mechanisms 356. 
These proteins belong to three structural families: the MBD family (e.g. MBD1, MBD2), 
most of whose members recognize CpG-rich methylated in a non-sequence specific 
manner 357,358; the zinc finger family (e.g. ZBTB33 or ZBTB4), with the ability to bind 
either single or double CpGs 359; and the SRA family (UHRF1 and UHRF2), which recognize 
hemimethylated sites and recruit DNA methyltransferases and HDAC1, which leads to 
transcriptional silencing 360,361.

Besides their role in transcriptional repression, MBPs have other functions such as DNA 
repair (MBD4 362) or methylation maintenance (UHRF1 361). Although the mechanism is not 
fully understood, MBD2 and MBD3 may also be implicated in gene activation 362, which may 
explain the positive correlation of methylation and transcription at gene bodies. In addition, 
as described above, a plethora of TFs have shown at least some ability to bind methylated 
sequences. Aside from gene activation, possible consequences include the opening of 
chromatin thanks to pioneer TFs and splicing regulation 355.

DNA methylation may weaken the binding of CTCF 363,364, which plays critical roles as 
insulator, transcriptional repressor or activator and architectural protein 175. Thus, aberrant 
methylation can disrupt CTCF-dependent TAD boundaries, resulting in dysregulated 

Chapter 1



37

expression of neighboring genes 365. A notable example is the overexpression of PDGFRA 
in glioma with IDH1/2 mutations, as a result of TAD fusion and enhancer hijacking 228. A 
genome-wide study revealed that 41% of variable CTCF binding across cell types can be 
attributed to differential methylation, with a 87% average reduction in occupancy in 
methylated regions 366. However, 36% of the variable CTCF sites tested did not overlap with 
variable methylation, and the remaining 23% were insensitive to methylation. This is in line 
with the observation that the demethylating agent decitabine only altered CTCF occupancy 
in a fraction of the genome 367. A possible explanation is that not all CTCF motifs contain 
a CpG in position 2, whose methylation inhibits interaction with zinc finger 7 of CTCF 368. 
Intriguingly, CTCF binding itself can initiate local demethylation in CpG-poor regions 369.

3.4.2 Writers and erasers of DNA methylation
Methylation occurs after DNA synthesis by methyl transfer from S-adenosylmethionine (SAM) 
to cytosine 335. De novo methylation is established by the methyltransferases (“writers”) 
DNMT3A and DNMT3B in combination with DNMT3L, which is catalytically inactive, but 
stimulates the activity of DNMT3A and DNMT3B 370,371. There are differences in the function 
and specificity of these two enzymes owing to differences in the N-terminal domain 372 – 
while DNMT3A targets short interspersed repeats, DNMT3B is specific for satellite repeats 
373. Two isoforms of DNMT3A and more than 30 isoforms of DNMT3B have been reported, 
with different expression patterns and functions 374. The accessory factor DNMT3L is only 
expressed in the germ line and the early embryo 375 and is essential for genomic imprinting 
together with DNMT3A 370,376. However, it is dispensable for DNMT3B-mediated methylation, 
which could be explained by the finding that DNMT3L preferentially stabilizes DNMT3A 377. 
These mechanisms are summarized in Figure 9.

These methylation patterns must be preserved across generations to ensure that distinct 
cell types retain their identity. However, upon DNA replicated yields hemi-methylated DNA – 
only the parental strand is methylated, whereas the newly synthesized strand is unmethylated 
328. Thus, Holliday and Pugh predicted the existence of maintenance methyltransferases 
that recognize hemi-methylated DNA 333. Isolated in 1983 by Bestor and Ingram 378, DNMT1 
is the main enzyme responsible for methylation maintenance, and its loss results in 
embryonic lethality 379. The activity of DNMT1 depends on the interaction with a number of 
accessory factors 380. UHRF1 favors the recruitment of DNMT1 to hemimethylated CpG sites 
361, whereas PCNA facilitates the action of DNMT1 on newly synthesized DNA 381. Although it 
was initially thought that DNMT1 was sufficient to maintain methylation patterns, DNMT3A 
and DNMT3B also participate in this process, in which they compensate for inefficient 
activity of DNMT1 at certain locations, such as repetitive elements 382,383. Cooperation 
between DNMT3B and DNMT1 has also been observed in cancer cells, where they maintain 
silencing of tumor suppressor genes 384. Conversely, DNMT1 can also be involved in de novo 
methylation in cooperation with the DNMT3 enzymes 385. 
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Figure 9. Mechanisms and enzymes regulating DNA methylation. The addition and maintenance of methyl groups 
is mediated by proteins in the DNMT family, whereas demethylation is either catalyzed by TET enzymes or a result 
of replication without maintenance. The key enzyme in each step is written in bold, accessory enzymes are in italics. 

In the course of differentiation, DNA methylation must be removed to establish 
a permissive state for gene expression 345. In human development, the two waves of de 
novo methylation are followed by corresponding waves of demethylation. The first occurs 
after fertilization, in which the embryo loses gamete-specific DNA methylation to enable 
pluripotency; the second takes place in primordial germ cells (PGCs) and allows sex-specific 
imprinting in later stages 344. These two waves require a combination of passive and active 
demethylation. Passive demethylation is achieved by replication-coupled dilution of 5mC in 
the absence of DNMT1, although small amounts of DNMT1 can preserve imprinting in 
embryogenesis 386. However, the extent of 5mc loss after fertilization cannot be explained 
by passive dilution alone, suggesting the need for an active enzymes (“erasers”) that remove 
5mC independently of replication 387. Although different mechanisms had been proposed 388, 
it was not until recently that TET1 389 and its homologs TET2 and TET3 387 were unambiguously 
identified as critical mediators of this process. 

Proteins of the TET family mediate the oxidation of 5mC to 5‑hydroxymethylcytosine 
(5hmC), which is not recognized by DNMT1 and thus passively lost upon replication 390. 
Furthermore, 5hmC can be further converted to 5-formylcytosine (5fC) and 5-carboxylcytosine 
(5caC), which can be removed by thymine DNA glycosylase (TDG) coupled with base excision 
repair (BER) or passively lost as well 391–393. There are differences in the structure, activity 
and expression patterns of the TET proteins, indicating they are not redundant 394,395. All 
three are expressed at different stages of embryogenesis and gametogenesis, but only 
TET2 and TET3 remain expressed in adult tissues, including the hematopoietic system 394,395. 
However, at least in certain contexts, loss of one protein can be partially compensated 
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by other members of the family. For example, deficiency of TET1 or TET2, individually or 
combined, results in abnormal methylation but does not compromise embryo viability, 
indicating a compensation by TET3 396–398. Similarly, while TET2 is particularly important for 
hematopoiesis 398, its loss can be compensated by TET3 399. Although controversial, another 
mechanism involving the conversion of 5mC to thymine by activation induced deaminase 
(AID) has been proposed 388. As described for TET, this thymine would be excised by TDG and 
subsequently repaired by the BER pathway.

In somatic tissues, differentiating cells undergo microwaves of de novo methylation 
and demethylation that lead to widespread discrepancies in DNA methylation between 
tissues 344. Consistently with the notion that mature cells exhibit lower methylation levels 
than their progenitors, active demethylation allows access of TF at regulatory regions 
controlling tissue identity 390. In particular, TET2 binds to cell-type specific enhancers and 
reshapes their TF accessibility 400. The participation of hypermethylation in differentiation is 
less well understood, but de novo methylation by DNMT3A is required in neurogenesis 401 
and hematopoiesis 402. It has been proposed that a DNMT3B isoform could replace DNMT3L 
as an accessory factor and recruit DNMT3A in somatic cells 403. On the other hand, deletion 
of both DNMT3A and DNMT3B in B cells does not impair maturation, but modulates B 
cell activation 404. All in all, while active demethylation by TET2 seems to be a common 
mechanism in differentiation, DNMT3A/B may be restricted to certain stages or tissues.

The regulation of DNA methylation is tightly coupled with the histone code, suggesting 
an interplay between these two epigenetic layers 272. The ADD domain of DNMT3A/B and 
DNMT3L preferentially binds to unmethylated H3K4, guiding de novo methylation, but is 
repelled by H3K4me3 405,406. In addition, DNMT3L enhances methylation by DNMT3A/B 
at gene bodies, yet counteracts their activity at CGIs with H3K27me3 in ESCs in order to 
preserve hypomethylation 407. On the contrary, the PWWP domain of DNMT3A selectively 
binds H3K36me3, associated with transcriptional elongation, leading to enriched DNA 
methylation at actively transcribed genes 346,408. Similarly, UHRF1 –often found in a 
complex with DNMT1–exhibits preference for methylated H3K9 positions 409. Besides, DNA 
methyltransferases interact with several histone modifiers. For example, the PRC2 subunit 
EZH2 recruits DNMTs to target promoters 410 and the histone H3K9 methyltransferase 
SETDB1 interacts with DNMT3A/B, but not DNMT1, at promoter regions 411. Furthermore, 
both DNMT1 412 and DNMT3A 413 associate with HDAC1 to generate a silent chromatin state. 
Altogether, these observations indicate that DNA methylation may act as a “lock” to stabilize 
silencing by other mechanisms 345.

3.4.3 CpG islands and open seas
Originally described by Adrian Bird in 1986 414, CGIs were formally defined by Gardiner-
Garden and Frommer as regions of at least 200 bp with average GC above 50% and 
observed/expected CpG ratio above 0.6 415. Using this definition, the Human Genome Project 
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identified 28,890 CpG islands in non-repetitive regions of the genome 340. Subsequent in 
silico and in vitro analyses of the human genome have yielded between 24,000 and 27,000 
CGIs 341,416. Given that any definition is necessarily arbitrary, a single correct estimate cannot 
be unequivocally determined, but it is likely to be within this range. Besides, Irizarry and 
colleagues recently defined “CpG shores” as 2 kb regions around CGIs where most tissue-
specific methylation takes place 417. This definition was further amended (Figure 10) to 
include “CpG shelves” as the 2-kb regions flanking CpG shores 418 and “open sea” as any 
region containing isolated CpGs in the rest of the genome 419. 
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Figure 10. Definition of CpG islands and their involvement in gene regulation. (A) Annotation of CpG islands, 
shores, shelves and open seas, adapted from 420. (B) Promoters in CpG islands are frequently in an active state, but 
they can be repressed by either H3K27me3 or methylation during differentiation.

Around 70% of annotated gene promoters are associated with a CGI, including most 
housekeeping genes and a few genes involved in development and differentiation 421. These 
CGI promoters are typically in a non-methylated state, even when the corresponding gene 
is inactive 348. Furthermore, CGIs exhibit features associated with active transcription: open 
chromatin, H3 acetylation and H3K4 methylation 287,348,422. Another distinct feature of CGI 
promoters is that they are frequently bound by CTCF, which may play a role in their 3D 
organization and activation 423. 

The high GC content seems to impair formation of stable nucleosomes, which facilitates 
transcriptional induction without a requirement for chromatin remodelers 424. However, 
gene expression is silenced when CGI promoters become methylated, which normally 
occurs a consequence of chromosome X inactivation and gene imprinting 348. Even so, CGI 
promoters are mainly repressed by the polycomb complexes PRC1 and PRC2, a more 
plastic mechanism that facilitates reactivation in development 344. Indeed, while H3K27me3 
is virtually absent in non-CGI promoters, 20% of CGI promoters in ES cells exhibit this mark, 
half of which lose it upon commitment 287. The regions that retain H3K27me3 become 
frequently methylated in differentiation 425, which is made possible by loss of the activating 
mark H3K4me3. This suggests affinity of DNA methylation for H3K27me3, possibly due to 
interaction between DNMT3A/B and EZH2, and is further evidence that DNA methylation 
locks prior silencing by other mechanisms during development. Even so, the proportion of 
methylated CGIs remains relatively small in somatic tissues 341,348. 
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Approximately half of mammalian CGIs are not associated with any known promoter and 
thus considered “orphans” 426. They are often located in intragenic regions and frequently 
exhibit tissue-specific methylation 427. Nonetheless, they have the characteristics of 
functional promoters, including H3K4me3 enrichment, RNA poll II recruitment and presence 
of Cap Analysis of Gene Expression (CAGE) 426,427. This indicates that orphan CGIs are tissue-
specific alternative promoters subjected to regulation. Besides, orphan CGIs located at 
poised enhancers can tether them to distantly located genes with CGI promoters, thus 
acting as determinants of enhancer-promoter compatibility 428. 

CGIs retain their high GC content by remaining unmethylated in the germ line, 
thereby avoiding deamination 429. It has been proposed that this is achieved thanks to the 
elevated levels of H3K4me3, which protects against de novo methylation by DNMT3A 405. 
Furthermore, TET1 preferentially binds CpG-rich regions and catalyzes their demethylation 
430 while favoring the recruitment of PRC2 and the establishment of H3K27me3 431. Regions 
occupied by PRC2 are protected from methylation by recruiting FBXL10 432 and sequestering 
of DNMT3L 407. Nevertheless, a small fraction of CGIs become methylated in oocytes and 
sperm, progressively increasing with gamete maturation 433.

Although less than 10% of the CpGs are located in CGIs, the role of methylation in the 
rest of the genome is not fully elucidated 434. In gene bodies, methylation of the first exon 
is associated with transcriptional silencing 435, whereas methylation of the rest of the exons 
inversely correlates with transcription 346,347. Contrary to CGI promoters, the majority of non-
CGI promoters are methylated 348,436 and compacted in stable nucleosomes that are only 
induced upon binding selective chromatin remodeling 424. However, the role of methylation 
at these locations is controversial. While some studies indicated that the activity of non-CGI 
promoters is independent of methylation 348, others showed negative correlations between 
methylation and expression 436,437. Careful analysis of a few loci revealed that methylation of 
tissue-specific non-CGI promoters leads to silencing 438, supporting the notion that promoter 
methylation generally represses transcription. 

3.4.4 Methylation alterations in cancer
Albeit rare in normal development, many CGIs become hypermethylated in cancer, leading 
to the repression of tumor suppressor genes 439. A prime example of this phenomenon is 
colorectal cancer, in which genome-wide aberrant methylation of CGIs defines the “CpG 
island methylator phenotype” (CIMP) group 440. This frequently results in repression of the 
MLH1 gene, which in turn results in mismatch repair deficiency and microsatellite instability 
441,442. Similar entities have been identified in AML, leading to inactivation of hematopoietic 
transcription factors such as CEBPA 443–445. As in differentiation, tumor-associated CGI 
methylation preferentially occurs at regions marked by H3K27me3 446,447. Therefore, 
cell chromatin patterns of cancer stem cells can make them susceptible to aberrant 
methylation of genes involved in differentiation. Aberrant hypermethylation is strongly 
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associated with the loss of H3K4me3, which confers protection against DNA methylation 
448. Moreover, sequence features may affect the propensity of CGIs to be methylated, as 
shown in experiments involving overexpression of DNMT1 449. Certain oncoproteins, such 
as PML-RARA in AML, can also recruit DNMT1 and DNMT3A to CGI promoters and promote 
hypermethylation 450.

In contrast with CGIs, the rest of the genome tends to be hypomethylated in cancer 
compared to normal tissues, often coexisting with promoter hypermethylation 451,452. Highly 
repetitive elements account for most of this global hypomethylation, including LINEs, SINEs, 
subtelomeric repeats and segmental duplications 453,454. Induction of hypomethylation in 
animal models with demethylating agents 455 or via DNMT1 downregulation 456,457 leads to 
carcinogenesis, establishing a causal role for hypomethylation in some cancers. Possible 
mechanisms include increased chromosomal instability, activation of transponsable 
elements normally silenced by methylation, sequestration of TFs by accessible repeats, 
alterations in chromatin structure and aberrant expression of noncoding RNAs 458. 
Alternatively, hypomethylation and consequent overexpression of specific oncogenes such 
as RAS 459 can promote tumor development. In some cases, hypomethylation causes loss 
of imprinting (LOI) of genes whose expression is normally restricted to one allele, such as 
IGF2. Following its original description in Wilm’s tumors 460, LOI of IGF2 has been reported 
in a wide range of cancers, including leukemia 461,462. Experiments in animal models have 
confirmed that altered expression of genes with LOI induces tumorigenesis and may be an 
initiating even in cancer 463.

The primary cause of altered methylation patterns in cancer remains elusive, but in some 
cases it can be linked to mutations in enzymes regulating DNA methylation. For example, 
DNMT3A mutations are present in 20% of AML patients 464, as well as in other hematopoietic 
malignancies such as myelodisplastic syndromes (MDS) and acute lymphocytic leukemia 
(ALL) 465. DNMT3B is overexpressed in colorectal cancer 466 and glioma 467, and it exhibits 
functional alterations in several other cancers 468. Interestingly, deletion of DNMT3B alone 
leads to only a minor loss of methylation in cell lines; the loss is much more dramatic 
when both DNMT3B and DNMT1 are disrupted 384. On the other hand, TET2 mutations are 
also frequent in myeloproliferative neoplasms (MPN) 469 and other myeloid malignancies, 
including AML 470.

To a large extent, methylation patterns in cancer cells recapitulate those of their cells of 
origin, albeit with a progressive gain of methylation in CGIs and loss outside CGIs 471,472. In 
fact, it is possible to define classifiers that accurately predict the tissue of origin on the basis 
of methylation data 473,474. However, altered methylation does not only reflect the status of 
the cell of origin. Ultimately, the loss or gain of methylation at certain loci is contingent on 
whether these changes provide a selective growth advantage 475. 
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3.4.5 Detection of DNA methylation
The growing understanding of the role of DNA methylation in health and disease has 
been enabled by the development of appropriate molecular biology techniques 476. An 
early method to assess DNA methylation patterns relied on the observation that certain 
restriction enzymes cannot digest methylated DNA 477,478. The technique was later refined by 
the utilization of pairs of enzymes with the same target sequence, but different sensitivity 
to DNA methylation 479,480. Building on this principle, the HELP assay (HpaII tiny fragment 
Enrichment by Ligation-mediated PCR) compares the profiles generated by HpaII and MspI 
to detect differentially methylated regions 481. However, restriction enzyme approaches are 
limited by the impossibility to amplify DNA in vitro without losing methylation information 
and their incomplete coverage of the genome 482.

A key breakthrough came with the adoption of sodium bisulfite conversion, a compound 
that selectively binds and deaminates pyrimidine bases 483. Cytosine forms an adduct 
with bisulfite that undergoes deamination to form uridine, whereas 5mC deamination 
yields thymine 484,485. Crucially, the latter reaction is two orders of magnitude slower, as 
the presence of the methyl group inhibits the formation of the bisulfite adduct 486. This 
difference in reactivity was leveraged by Frommer and colleagues to identify 5mC residues 
in conjunction with PCR and sequencing 487. Under specific conditions, bisulfite treatment 
converts unmethylated cytosines to uracil, which is then amplified as thymine, whereas 
5mC remains nonreactive and is amplified as cytosine. 

This basic principle has been successfully exploited to detect methylation in a variety 
of applications 482, notably in combination with oligonucleotide arrays 488. Among these, 
the Illumina HumanMethylation450 BeadChip, which allows the analysis of >450,000 sites 
419, has been widely used for methylome characterization in large-scale projects such as 
the Cancer Genome Atlas (TCGA) 2. Nevertheless, the gold standard for DNA methylation 
analysis is whole-genome bisulfite sequencing (WGBS), which can evaluate the 28 million 
CpG sites in the human genome at base resolution 346. This approach has been employed 
to accurately chart the methylation landscape across different tissues 343, but it is very 
inefficient because only 20-30% of the sequencing reads provide relevant information about 
CpG methylation. A cheaper alternative is Reduced Representation Bisulfite Sequencing 
(RRBS), which enriches for fragments with a CpG at each end by digesting 5’-CCGG-3’ sites 
with the methylation-insensitive restriction enzyme MspI 489.

Another set of techniques is based on the use of antibodies that specifically recognize 
methylated sequences, a notion originally established in the 1980s 490. A more recent 
iteration of this principle is Methylated DNA ImmunoPrecipitation (MeDIP), which captures 
methylated DNA fragments for subsequent analysis with microarrays or sequencing 491. 
Similarly, Methyl-CpG ImmunoPrecipitation (MCIp) exploits the methyl-binding ability 
of MBD2 proteins in combination with the Fc tail of a human immunoglobulin to identify 
methylated DNA with high affinity 492. Both MeDIP and MCIp are affordable and simple 
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alternatives to WGBS for the screen of large numbers of samples, but are hampered by their 
low resolution.

Aside from its elevated cost and relative inefficiency, another disadvantage of bisulfite 
conversion is its induction of DNA damage, which results in loss of material and fragmentation 
483. This limitation has been recently addressed by the use of sequencing technologies 
capable of direct detection of DNA methylation, such as Oxford Technologies’ Nanopore 
493. Remarkably, since these technologies produce long reads from single DNA molecules, 
they can simultaneously assess DNA methylation and variation over the span of kilobases. 

The new frontier is the generation of single cell methylomes, a challenging effort 
given the shortcomings of bisulfite conversion. Some authors have tried to circumvent this 
problem by using restriction enzymes instead 494, but these approaches have their own 
drawbacks, such as lack of coverage. More frequently, protocols are adapted to minimize 
the impact of degradation, with changes such as post-bisulfite adaptor ligation 495,496. 
Using this strategy, Farlik and others tracked changes in methylation along hematopoietic 
differentiation and showed that DNA methylation predicts cell type despite low correlation 
with gene expression 497.

3.5 Regulatory elements involved in transcription

3.5.1 Promoters
Originally identified by Monod and colleagues in 1964, a promoter is a start signal at the 
beginning of a gene that directs RNA pol II to initiate transcription 91,498. The minimal stretch 
of DNA sufficient to direct this process is known as the core promoter, defined as a 50-bp 
region around the TSS that docks the pre-initiation complex 499. Moreover, the rate of RNA 
pol II initiation can be modulated by the integration of signals from TFs and co-activators 
that bind a larger “proximal promoter” region upstream of the TSS 499. Core promoters 
can be classified as “focused” if they have a single TSS or as “dispersed” if they contain 
multiple TSSs in a broad region 92. Focused initiation preferentially occurs in cell type specific 
genes under strict regulation, whereas dispersed initiation is associated with constitutively 
expressed housekeeping genes. Disperse (or broad) promoters, much more abundant, are 
associated with CGIs and, therefore, are susceptible to regulation via methylation 421,500. 
Although focused promoters are a minority in vertebrates, they have been more thoroughly 
studied given the biological significance of the genes under their control 501. 

Core promoters typically contain one more elements that enable recognition by GTFs 
and assembly of the PIC (Figure 11A) 502. The most well-studied element is the TATA box, 
located 30 bp upstream of the TSS in focused promoters, but in fact it is only present in 
10-15% of gene promoters in mammals 500. The TATA box is bound by the TATA-box binding 
protein (TBP), one of the components of the TFIID complex. The most abundant core 
promoter element is the initiator (Inr) motif, which directly overlaps the TSS 500,503. The Inr 
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element is recognized by the TAF1/2 subunits of TFIID and can be found either alone or in 
combination with a TATA box or other core promoter elements 502. In the absence of a TATA 
box, Inr is often accompanied by the downstream promoter element (DPE), positioned +28 
to +33 relative to the TSS and also recognized by TFIID 501. Other promoter elements found 
in humans include, among others, the downstream core element (DCE), contacted by the 
TAF1 subunit of TAFIID; the TFIIB recognition elements (BREs) 92; and the X Core Promoter 
Elements (XCPE), which directs TBP binding in TATA-less promoters 504.
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Figure 11. Organization and function of core promoters. (A) Core promoter elements and their sequence motifs 
(adapted from 501). (B) Bidirectional transcription from core promoters (adapted from 499).

Active promoters are characterized by nucleosome depletion 114 and enrichment of 
histone modifications in downstream nucleosomes, such as H3K4me3 and H3K27ac 286,505. 
These features, together with the presence of a TSS, are currently used for the genome-wide 
detection of promoter regions. From a functional perspective, it is thought that H3K4me3 
may act as a memory mark of recent activity to facilitate future transcriptional events 92. 
Bivalent promoters marked by both H3K27me3 and H3K4me3 are inactive, but presumably 
primed for fast activation 271. It has been recently shown, however, that H3K4me3 does 
not confer faster activation, challenging this model 448. Instead, H3K4me3 may protect 
H3K27me3-marked regions from irreversible silencing by de novo DNA methylation.

Nearly 80% of active promoters, especially broad promoters with CpG islands, exhibit 
bidirectional transcription from divergently oriented TSSs on opposite strands 500,506,507. In 
addition to the gene TSS that produces stable mRNAs, these promoters contain an upstream 
TSS that generates short upstream antisense RNA (uaRNA), which are quickly degraded by 
nuclear exosomes (Figure 11B). TFs binding the proximal promoter are located between 
these two divergent TSSs 499. 

3.5.2 Enhancers
Even though core promoters are capable of driving autonomous transcription, they are 
often weak and require input from distant enhancers to reach the gene expression levels 
required by the cell 508. Enhancers are DNA sequences of a few hundred bp that contain 
TF binding sites and increase the level of transcription from their target promoters 92,99. 
Thus, the activation of the correct subset of enhancers is a critical determinant of cell 
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identity 273. Enhancers were discovered in the 1980s through the identification of a 72-bp 
DNA sequence from the SV40 virus that increased transcription of a reporter gene by ~200-
fold, independently of distance and orientation 509,510. The first cellular enhancer was later 
found in the immunoglobulin heavy chain (IgH) gene locus, within the intron preceding the 
constant region 511,512. 

These early discoveries revealed some key hallmarks of enhancers, namely that they 
augment gene expression and act independently of distance and orientation to their target 
genes. Further work showed that they are characterized by a number of epigenetic features, 
including open chromatin, clustered binding of TFs and enrichment for H3K27ac and 
H3K4me1 histone modifications, with comparatively low H3K4me3 levels 99. Bioinformatics 
predictions based on association with these epigenetic marks, measured by methods such 
as ChIP-seq ofr ATAC-seq, have identified hundreds of thousands of putative enhancers 513. 
Moreover, enhancers are transcribed as eRNAs, often in a bidirectional manner, at levels 
that correlate with mRNA synthesis by their target genes (Box 3) 514. The ability to produce 
bidirectional transcripts has also been exploited to detect active putative enhancers 
515,516. However, it is important to keep in mind that validating predicted regions as bona 
fide enhancers requires functional characterization, proving they can indeed increase 
transcription from a reporter gene. This task can be accomplished using high-throughput 
reporter assays, such as CRE-seq 517 or STARR-seq 518. In CRE-seq, the putative enhancers 
are inserted upstream of a minimal promoter in barcoded plasmids, whereas in STARR-seq 
they are inserted in the 3’ UTR of the reporter gene, avoiding the need for barcodes. A study 
using CRE-seq determined that 26% of the ENCODE predictions in K562 have regulatory 
activity 519. Among the various epigenetic marks, H3K27ac is the best predictor for active 
regulatory regions validated by STARR-seq 520, but eRNA levels seem to be more indicative 
of enhancer activity 521. 

Box 3. Functional roles of enhancer expression in gene regulation.

Enhancer-derived RNAs (eRNAs) are generally bidirectional, unspliced and non-
polyadenylated 514, although a recent study in single cells concluded that this bidirectionality 
is an artifact of bulk data 522. Three main models have been proposed to explain the role 
of eRNA in gene regulation, reviewed in more depth in 99. First, both the transcription of 
enhancers and the resulting eRNAs are non-functional and merely a byproduct of high 
RNA pol II concentrations. Second, the act of transcription participates in the remodeling 
of chromatin, by carrying histone transferases or opening up chromatin, even though the 
resulting eRNAs would be irrelevant. Third, eRNAs themselves have a function, such as 
the stabilization of enhancer-promoter looping, the binding of TFs or the sequestration 
of transcriptional repressors.
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Enhancer states can be classified as inactive, primed, poised or active, each of which 
is associated with distinct chromatin marks (Figure 12) 273. Inactive enhancers are located 
in compact chromatin and thus are inaccessible to transcription factors and cofactors, 
which results in lack histone modifications. Pioneer factors can bind the DNA wrapped 
around chromosomes and recruit chromatin remodelers to make the region accessible to 
other transcription factors and epigenetic modifiers 99,272. This process, known as enhancer 
priming, is accompanied by acquisition of H3K4me1 and loss of DNA methylation. Poised 
enhancers are a category of enhancers associated with lineage specification marked by 
both H3K4me1 and H3K27me3. An enhancer becomes fully active upon recruitment of GTFs 
and RNA pol II, leading to initiation of transcription, and HATs (e.g. CBP/p300) that deposit 
acetylation marks. Acetylated histone tails are bound by BRD4, which activates P-TEFb for 
RNA poll II CTD phosphorylation, resulting in eRNA elongation. Finally, active enhancers can 
be decommissioned by a process that involves release of TFs, removal of histone marks, loss 
of chromatin accessibility and gain of DNA methylation 272.
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Figure 12. Enhancer activation and decommissioning (adapted from 272 and 99).

Enhancers and promoters are separated by distances ranging from a few hundred 
bases to one megabase, a phenomenon made possible by chromatin looping 168,172. The 
majority of enhancers are located within 500 kb from their target promoters, which only 
in a fraction of the cases (between 30% and 60% depending on the study) are the nearest 
elements 523. Moreover, a single promoter is often under the regulation of 4-5 enhancers, 
possibly alternating along differentiation; in turn, enhancers interact with 2 promoters on 
average 523. These observations raise questions about the determinants that drive enhancer-
promoter specificity, aside from proximity in the linear genome. A crucial requirement in the 
selection of an enhancer among the repertoire of potential enhancers is its cell-type specific 
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activation by TFs 273. Two other important factors are spatial architecture and biochemical 
compatibility 523. For enhancers and promoters to interact, chromatin loops must be formed 
with the aid of specialized architectural proteins – such interactions are typically restricted 
within TADs. However, even forced contacts between an enhancer and a core promoter are 
not always sufficient to activate transcription, suggesting they must be compatible as well 
92. Thus, different classes of promoters, possibly depending on their sequence composition, 
may require specific TF and cofactors that are only present at certain enhancers. Altogether, 
this cautions against assigning an enhancer to the closest promoter. Instead, other data 
may be used: a) chromatin interactions derived from 3C technologies, especially Hi-C or 
promoter-capture Hi-C, and b) correlations between features of promoters and putative 
enhancers, such as open chromatin or H3K27ac. 

Core promoters receive regulatory input from enhancers in the form of TFs and 
transcriptional cofactors, which modulate the transcriptional output of the promoter in 
multiple ways 92. Some of these proteins contribute to the assembly and the stabilization 
of the PIC and the recruitment of RNA pol II, as is the case of the Mediator complex 524 
and p300/CBP 525. However, some core promoters autonomously recruit high levels of RNA 
pol II and their limiting factor is elongation. In these cases, their cognate enhancers are 
likely to display high levels of proteins involved in pause-release, such as BRD4 526 and p300/
CBP 525. Finally, while transcriptional burst size is a fixed property of the core promoter, the 
frequency of these bursts can be increased by developmental enhancers 527. 

The similarities between enhancers and promoters have blurred the boundaries 
between the two classes of regulatory elements. Aside from similar epigenetic marks 
and bidirectional transcription, enhancers also recruit GTFs 528 and contain core promoter 
elements like the TATA box 516. Furthermore, intragenic enhancers can frequently act as 
alternative tissue-specific promoters 529 and promoters may also have enhancer activity 
530. Altogether, an emergent hypothesis is that enhancers and promoters are in fact the 
same type of regulatory element, whose primary function depends on the genomic 
context 506,531. Nevertheless, differences exist between the two, notably the fact that only 
promoters produce stable mRNA transcripts, whereas eRNAs from both strands are quickly 
degraded. This is largely due to a depletion of polyA sites and an enrichment of 5’ splice 
sites downstream of mRNA TSSs 499. In addition, enhancers initiate less transcription and 
have less enhancer responsiveness, which may be due to the degeneracy of their sequence-
encoded core promoter elements 92. 

3.5.3 Super-enhancers
Super-enhancers are clusters of enhancers characterized by very high levels of 
transcriptional activators and chromatin modifications, often involved in the regulation of 
cell identity genes and oncogenes 532,533. Contrary to “conventional” enhancers, which have a 
clear functional definition, super-enhancers were identified based on bioinformatic analysis 
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of ChIP-seq data by the ROSE algorithm (Figure 13) 532. In the original publication, the authors 
first stitched enhancers within 12.5 kb of each other and ranked these clusters, as well as 
any remaining individual enhancer, by MED1 (part of the Mediator complex) binding levels 
measured by ChIP-seq. After plotting these values, regions to the right of the inflection point 
of the curve were considered as super-enhancers. Since then, they have been also defined 
based on other epigenetic features associated with active chromatin, particularly H3K27ac 
534. Other similar entities, partially but not completely overlapping, have been proposed 
independently, such as “stretch enhancers” 535 or “locus control regions” 536. 
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Figure 13. Bioinformatic definition of super-enhancers (adapted from 534). The identification of enhancers and 
signal quantification can be conducted with different types of ChIP-seq data, such as MED1 or H3K27ac.

Although the exact number varies across tissues and cell types, an analysis of H3K27ac 
data from 86 human tissues revealed that cells have an average of 678 super-enhancers 
(median: 657), with an average length of 36345 bp, versus 5154 bp of normal enhancers 
537. Genes under the control of super-enhancers are enriched for lineage-specifying TFs and 
oncogenes, whose dysregulation may be due to the acquisition of novel super-enhancers 
in tumor cells 532. For example, mutation of a non-coding intergenic element results in 
the formation of an oncogenic super-enhancer in T-ALL, leading to TAL1 upregulation 538. 
Alternatively, genomic rearrangements may bring a super-enhancer into the proximity of an 
oncogene, as shown for a translocated GATA2 super-enhancer that upregulates EVI1 in 3q26 
AML 230. Notably, oncogenic super-enhancers typically contain high levels of BRD4, which 
makes them susceptible to BET inhibitors such as JQ1 533. 

The majority of super-enhancers (84% in embryonic stem cells) are contained within 
CTCF-bound cohesin loops that confine their activity to specific target genes, contrary 
to normal enhancers (48% in the same study) 160. Disruptions of these boundaries result 
in dysregulation of nearby genes that can lead to cancer 181. The individual components 
of super-enhancers often interact with each other through cohesin loops and establish 
functional interdependence 539. The individual components may act additively, redundantly 
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or synergistically 540,541. Dissection by genetic manipulation revealed that disruption of 
constituent enhancers enriched in chromatin interactions (“hub enhancers”) destabilizes 
the whole super-enhancer, suggesting a hierarchical model of organization 539,541. A genome-
wide study integrating Hi-C and ChIP-seq showed that hierarchical enhancers account for 
roughly 25% of the total and are particularly associated with genes involved in cell identity 542. 

Super-enhancers can also engage in interactions with one another 543 that are largely 
independent of cohesin 213. Accordingly, these associations become more frequent following 
depletion of cohesin, leading to downregulation of genes under the control of super-
enhancers. This is consistent with a model in which super-enhancers form condensates 
by phase separation as a result of the high concentration of transcriptional coactivators 
544. These condensates compartmentalize and concentrate the transcriptional machinery, 
allowing robust expression of target genes, but also interaction between super-enhancers 
upon fusion of condensates. In Hi-C contact maps, super-enhancers (and some regular 
enhancers) near a strong loop anchor usually appear as stripes, reflecting a “reeling-in” 
mechanism whereby one end of the loop remains constant while the other slides in the 
opposite direction 203. Moreover, super-enhancers may act as cohesin-loading sites owing to 
their multiple NIPBL sites 545.

3.5.4 Silencers 
Silencers are a class of cis-regulatory elements that reduce transcription from their target 
promoters 95. Like enhancers, silencers function independently of position or orientation 
with respect to the promoter, their repressive activity is maintained when moved to other 
locations and can act at relatively long distances 546. Moreover, they are largely cell-type 
specific 547. Since their identification in the 1980s, silencers have remained relatively 
understudied compared to enhancers, but they play important roles in cell differentiation 
and disease. For example, a silencer in the first intron of CD4 dynamically regulates the 
expression of the gene during T cell differentiation 548. This element is active in double 
negative (DN) thymocytes and cytotoxic thymocytes, but it becomes inactive in the double 
positive (DP) stage and in helper lineage cells, thus allowing the expression of CD4. 

The nature of silencers is not well understood, but they are generally defined as open 
chromatin regions that contain binding sites for transcriptional repressors such as EVI1 95. 
Some authors have used H3K27me3 to identify putative silencer sites, on the basis of the 
association of this histone PTM with the binding of transcriptional repressors 549,550. Huang 
et al. integrated H3K27me3 ChIP-seq, RNA-seq and Hi-C data to identify putative silencers 
whose H3K27me3 signal was negatively correlated with interacting genes. Similarly, Ngan 
and colleagues analysed interactions mediated by PRC2 (which deposits H3K27me3) using 
ChIA-PET to uncover silencers 551. However, parallel reporter assays did not reveal a unique 
association with H3K27me3, suggesting that these regions may constitute only a fraction of 
the whole catalogue of silencers 547,552. Other silencers were marked by H3K9me3, which is 
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often found in heterochromatin regions, and active histone marks such as H3K36me3 and 
H3K79me2 547. Since no single combination of marks accurately discriminates silencers, it 
has been proposed that they comprise multiple subclasses 95. Alternatively, the epigenetic 
signals that identify silencers may not be amongst those that are commonly profiled. 

3.6 Transcription factors
Transcription factors (TFs) are proteins that specifically bind to DNA sequences, known as 
TF binding sites (TFBS), in order to regulate transcription 553. To achieve this goal, TFs rely on 
their DNA-binding domains (DBD), which recognize their binding site, and effector domains 
(ED), which interact with the transcriptional machinery 554,555. 

The presence of a DBD constitutes a distinguishing feature of TFs compared to other 
transcriptional regulators that do not bind DNA directly 556. Based on the similarity of their 
DBDs, which are well-conserved structures, the 1639 known or likely human TFs can be 
classified into 25 families 553. Among those, 8 families account 75% the TFs, listed here 
in decreasing order: C2H2-zinc fingers (ZF), homeodomain, basic helix-loop-helix (bHLH), 
bZIP, Forkhead, nuclear hormone receptor, HMG/Sox and ETS. Approximately 4% of the 
TF catalogue do not contain any known DBD, which may indicate they belong to a yet 
undiscovered DBD group. Some of these families are associated with a particular function; 
for example, homeodomain TFs are often involved in development 556. 

The ED mediates the effect of a TF on gene expression: activating domains promote 
transcription, whereas repressing domains have the opposite effect 554. This classification 
determines whether the TF that harbors them is an activator, often found at enhancers 
or promoters, or a repressor, typically binding to silencers. Some DBD families are 
predominantly activating (bHLH and homeodomain) while others are repressive (ZF-C2H2) 
554. Bifunctional TFs, whose action is contingent on the cellular context, have also been 
reported. For example, GLI proteins – which harbour both activating and repressing domains 
– are proteolytically truncated into repressors unless they are activated by Hedhehog signals 
557. Since EDs are less conserved than DBDs, it is rarely possible to predict their function from 
their sequence, and they need to be studied functionally instead 554.

Alternatively, TFs can also be classified depending on their cellular function: while a few 
are constitutively expressed in all tissues, most are regulated, including lineage-specific TFs 
(e.g. GATA2) and signal-dependent TFs (e.g. glucocorticoid receptor) 558. Finally, there are 
special categories of TFs such as general transcription factors (GTFs), involved in transcription 
initiation; pioneer factors, capable of binding closed chromatin; or the so-called “master 
regulators” at the apex of the differentiation hierarchy.

3.6.1 Identification of TFs and their binding sites
The notion of DNA-binding proteins that regulate gene expression can be traced back to 
the operon-repressor model of Jacob and Monod, according to which repressor molecules 
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associated with  “operator sites” on the DNA to control the synthesis of genes 85. Shortly 
afterwards, it was confirmed that the lambda 559 and the lac 560 repressors bound specific 
sites on the DNA and blocked transcription. In eukaryotes, general transcription factors 
were identified and isolated in 1980 from HeLa cells 561, the same system in which the first 
promoter-specific TF, Sp1, was discovered in 1983 562. These findings set the foundations for 
our current understanding of the control of gene expression by TFs binding to cis-regulatory 
elements 563 and kickstarted a series of studies that culminated in the identification of the 
major TF families by the end of the 1980s 564. 

Techniques such as HT-SELEX, ChIP-seq and DNAse-seq have enabled the experimental 
determination of DNA sequences recognized by TFs, typically summarized as motifs 553,556. 
Motifs can be represented as a position frequency matrix (PFM) that contains the number 
of times each nucleotide is observed at every position 565. Usually, PFMs are converted into 
position weight matrices (PWMs) that indicate the relative probability of each base with 
respect to the background in a log scale. For visualization of these patterns, motifs are 
displayed as “sequence logos” where the size of each base is proportional to its relative 
occurrence in that position (Figure 14). 
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Figure 14. De novo motif identification. Nucleotides present in each position of sequences bound by a TF are 
summarized in position frequency matrices (PFM), which can be converted to position weight matrices (PWM). The 
relative weight of each nucleotide in a motif can be represented as a sequence logo.

The identification of new motifs from a set of sequences bound by the same TF is known 
as de novo motif discovery and is conducted by specialized computational tools 566, such 
as Multiple EM for Motif Elicitation (MEME) 567. Traditionally, these tools were applied to a 
small number of sequences, which limited their performance when the sites recognized by 
the same TF had little similarity 566. The advent of high-throughput technologies overcame 
this limitation, generating a wealth of data that enabled more sensitive detection of novel 
motifs. A prominent example is ChIP-seq, which generates thousands of sequences that 
mostly contain the TFBS of interest. However, this created the need for more efficient 
algorithms, like MEME-ChIP 568. On the other hand, the use of ChIP-seq data is constrained by 
antibody quality, the possible measurement of indirect binding and the biases of sequence 
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content 553. Since false positives remain an issue even with more recent approaches, 
ensemble methods that combine multiple tools can be an attractive strategy 569.

The motifs identified by these algorithms can be compared to previously characterized 
motifs, which can be retrieved from databases like JASPAR 570 or CIS-BP 571. Instead of looking 
for novel motifs, other tools search for existing motifs in one or more input DNA sequences, 
an exercise known as motif scanning. FIMO, one of the most widely used tools in this 
category, produces a list of possible motifs at each position of the input sequence, ranked 
by a p-value that estimates the probability the sequence is not random 572. Finally, motif 
enrichment analyses try to determine which known motifs are overrepresented in a set of 
input sequences. 

3.6.2 Regulation of gene expression by TFs
By virtue of their ability to specifically recognize certain DNA sequences and regulate 
transcription, TFs have a unique role as decoders of the genome. This process largely takes 
place at CREs whose activity is determined, among other factors, by the pool of TFs available 
in a particular cell type 573. As a result, the same gene may be activated by different enhancers 
across multiple cell types, each by a different set of TFs. For instance, the expression of 
CEBPA is regulated by as many as 14 putative enhancers, of which the +42 kb is uniquely 
active in blood and involves binding of TFs like ERG, PU.1, TAL1, RUNX1 and LMO2 574. In 
B-cells, the genomic occupancy of E2A, EBF1 and FOXO1 changes along development 575. 

Since motifs are generally short (between 6 and 12 bp long), they are relatively unspecific 
– there are thousands if not millions of potential TFBSs along the genome. However, 
most of them are unoccupied, implying that other mechanisms drive TF specificity. The 
impossibility to predict in vivo binding based on motif matches has been dubbed the “futility 
theorem” 565, but understanding of these mechanisms can make this exercise less “futile”. 
Genomic features such as chromatin accessibility, methylation and the shape of the DNA 
influence TF affinity for a given site 553. Integration of open chromatin data can, in fact, 
dramatically improve the ability of PWMs to predict gene expression 576. High GC content is 
also associated with increased TF occupancy, possibly in relation to nucleosome occupancy 
577. Moreover, the base pairs flanking the TFBS may influence TF binding by modifying DNA 
shape, particularly in the case of polyA or polyT tracts 577. Aside from the DBD, other regions 
of the TF are involved in determining binding specificity. Intrinsically disordered regions 
(IDRs) are frequently present in the structure of TFs and can independently direct them to 
specific promoters 578 or increase TF specificity by interacting with the DBD in the case of 
p53 579.

A major factor underlying TF specificity is the need for concerted action between multiple 
TFs, which avoids undesired transcriptional noise due to spurious recognition of unspecific 
matches in the genome. Accordingly, TFBSs appear in dense clusters at CREs 580, arranged 
with precise order, orientation and spacing to ensure that TFs can cooperate effectively 93.  
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In complex organisms, TF cooperation allows a fine control of transcriptional patterns during 
differentiation and development, as well as cell-type-specific responses to external signals. 
For example, the SMAD TFs activated by TGFβ interact with OCT4 in embryonic stem cells, 
MYOD1 in myotubes and PU.1 in B-cells, each of which binds to different locations and 
activates different genes 581. 

Several modes of TF cooperativity have been described, depending on their protein 
structure and the arrangement of their binding sites 582. Most often, direct protein-protein 
interactions stabilize TFs occupying adjacent sites on the DNA, as described early on for the 
lambda phage repressor 583. The interacting proteins can form dimers (as is the case of bZIPs 
and bHLHs), trimers or more complex structures 553. Synergistic effects take place when 
various TFs interact with the same co-activators, such as p300, increasing the retention time 
of the TFs at the CRE 93. Aside from protein-protein interactions, cooperativity can also occur 
through DNA if one TF alters its shape or dynamics in such a way that favors the binding of 
the other TF. Moreover, pioneer TFs can create NFRs and indirectly promote the binding of 
other TFs. Because a single TF is not always sufficient to evict a nucleosome, pioneer TFs 
often cooperate with other TFs 93,584.

The mechanism of action of a TF depends on its effector domain, which typically recruits 
other proteins to modulate chromatin accessibility, transcriptional initiation and elongation 
585. A classic example of chromatin opening is the recruitment of chromatin remodellers by 
pioneer TFs such as GATA1, which interacts with the BRG1 ATPase subunit of the SWI/SNF 
complex 140,586 (see 3.2.3 Mechanisms of nucleosome eviction). Activating domains, often 
rich in acidic amino acids, can interact with components of the PIC to stimulate its assembly 
or its activity 555. In addition, TFs can recruit factors such as P-TEFb to promote elongation, 
as is the case MYC 587. On the other hand, some nuclear receptors recruit corepressors that 
generate silencing chromatin via HDACs, histone demethylases and remodelers 585. However, 
bacterial TFs and some human TFs lack an ED and rely on steric hindrance, preventing other 
proteins from binding that same site 553. 

3.7 Epigenetic mechanisms in hematopoiesis
Cell identity along the hematopoietic continuum emerges from the interplay between 
the different components of the epigenetic landscape, which collectively govern the 
transcriptional program of cells in response to both intrinsic and extrinsic factors 87. 
These epigenetic factors balance the self-renewal and quiescence of HSCs, whereas in 
differentiating cells they ensure the appropriate expression of cell-type-specific genes. The 
epigenetic landscape is progressively altered along differentiation, mirroring the observable 
changes in the phenotype: chromatin becomes accessible or closed, DNA is methylated or 
demethylated, histones tails are modified, loops between enhancers and promoters are 
formed or lost. In turn, these changes are instructed by a handful of master regulator TFs 
that dictate fate choices and maintain cell identity, and whose expression is exquisitely 
regulated 588.
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Transcription factors
Extensive research has gone into identifying TFs essential for hematopoiesis, usually through 
either gene deletion or forced expression in animal models 8. High throughput technologies 
like microarrays and RNA-seq have revealed dense regulatory circuits under the control of 
these TFs 589–591. Some of them are involved in the formation and maintenance of HSCs, 
such as GATA2 592, RUNX1 593 or TAL1 594. Others play pivotal roles in cell fate specification, 
by selectively binding the enhancers and promoters of genes associated with a lineage 
while preventing the expression of genes from alternative lineages. These master regulators 
are “primary determinants” of cell fate that often function as pioneer factors, reshaping 
chromatin to facilitate the binding of other TFs (such as EGR or GFI1), which are often 
“secondary determinants” 595. Expression of master regulators is often sufficient to direct 
differentiation into a particular lineage and even force reprogramming of a committed cell 
into a different lineage 8. 

For example, PU.1 (encoded by SPI1) is required for both myeloid and lymphoid 
development, but not for the formation of erythrocytes and megakaryocytes 596,597. Low 
levels of PU.1 induce B-cell differentiation, whereas high levels promote myelopoiesis at the 
expense of other lineages 598–600. Although PU.1 remains expressed in early T-cell precursors 
up to the DN2 stage, its downregulation is necessary for terminal T-cell maturation 601. 
Thus, forced expression of PU.1 in early T-cells can reprogram them into dendritic cells by 
opposing GATA3, though its effects can be counteracted by NOTCH signaling 602,603. Members 
of the C/EBP family are also critical regulators of myelopoiesis, with fluctuating expression 
patterns along this trajectory 604. In particular, C/EBPA is considered a master regulator 
of granulopoiesis, as it induces granulocyte formation at the expense of the monocytic 
pathway in GMPs 605,606. However, low levels of C/EBPA are necessary for monopoiesis as well 
as GMP formation 607,608. Differentiation into the erythroid and megakaryocytic trajectories 
is directed by GATA1 and GATA2, which suppress the myeloid program 609–611. Both GATA 
proteins block the action of PU.1 by disrupting its interaction with coactivators, whereas 
PU.1 reciprocally inhibits the action of GATA1 and GATA2 612. 

Cooperative and antagonistic interactions between both primary and secondary TFs 
ultimately define lineage commitment, as illustrated by some of the examples above (Figure 
15). Thus, the cross-play between PU.1 and GATA1/2 resolves the choice between myeloid 
and erythroid/megakaryocytic differentiation at the GMP stage, whereas NOTCH1 and 
GATA3 oppose PU.1 in late T-cell development. Moreover, both C/EBPA 613 and GFI1 614 inhibit 
the action of PU.1 to enable granulocyte differentiation at the expense of the monocytic 
lineage. Similarly, T-bet negatively regulates GATA3 and permits Th1 development instead 
of Th2 in CD4+ T-cells 615. Cooperation can take place between TFs that antagonize each 
other in alternative contexts, as is the case of C/EBPA and PU.1 at the promoter of the 
GM-CSF receptor (CSF2R) in early myelopoiesis 616, or GATA2 and PU.1 in the generation of 
mast cells 617. In HSPCs, a heptad of TFs (TAL1, LYL1, LMO2, ERG, FLI1, GATA2 and RUNX1) 
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frequently bind the same genes involved in HSC function and cooperate to regulate their 
expression 618. The complexity of these relationships can be more adequately represented as 
gene regulatory networks, which integrate the knowledge of transcriptional regulation with 
genome-wide expression data619,620. The order in which TFs become expressed 621 and their 
relative expression levels 622 are also decisive factors in lineage commitment. 
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Figure 15. Essential TF for hematopoietic development (adapted from 8). This diagram presents a simplified, 
incomplete view of the complex regulatory networks underlying hematopoiesis. Transitions between cell states 
are indicated with a black arrow. TFs are depicted in red, with activation shown as a circle or an arrowhead, and 
inhibition as a flathead. A double flathead indicates cross-antagonism between TFs. Vertical arrows indicate high 
(upwards) or low (downwards) TF expression levels.

Low levels of lineage-specific TFs are coexpressed in HSPCs, suggesting the existence 
of multilineage priming whereby multiple differentiation trajectories are available in early 
progenitors and they progressively become restricted 8,623. Although open chromatin and 
histone modification data partially support this view (see below), new regulatory regions 
are also created during differentiation. According to the so-called “instructive” model, 
cytokines activate lineage-specific TFs to drive these changes and direct differentiation 
towards one particular lineage. For example, G-CSF supports neutrophil differentiation 
of GMPs by increasing the expression of C/EBPA with respect to PU.1, whereas M-CSF 
promotes macrophage production by inducing PU.1 622,624. Likewise, erythropoietin directs 
erythropoiesis in the HSPC compartment 625. However, single cell transcriptional profiles 
have revealed that lineage commitment may start at the HSC stage, with at least myeloid- 
and lymphoid-biased subpopulations 46,52,53. This seems to argue in favor of a “stochastic” 
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model in which cytokines only select for clones previously committed to one lineage by 
random variations in the TF pool. On the other hand, M-CSF can impose a myeloid cell fate 
on single HSCs, indicating that cytokines are in fact instructive and may possibly override any 
previously established bias 626. Aside from modulating the expression of master regulators, 
cytokines may also induce epigenetic modifiers like KDMs to facilitate the binding of said TFs 
627. Collectively, the data point towards a hybrid of the instructive and stochastic models in 
which both internal and external factors determine fate choice. 

3D genome organization
Hi-C studies have been conducted in various blood cell populations, revealing major 
spatiotemporal changes in genome conformation 628. The transition between fetal and 
adult HSCs is accompanied by spatial reorganization, with increased compartmentalization, 
TAD boundary strength and genome-wide change of enhancer-promoter loops 629. A low-
input variation of HiC (tagHi-C) was used to characterize spatial changes in rare HSPC 
subpopulations and myeloid cells, showing that switches in A/B compartments recapitulate 
the hematopoietic tree 630. In line with these findings, loss of Stag2 in murine HSCs, but 
not of Stag1, impairs differentiation and increases self-renewal 631. Although compensation 
by Stag1 preserves TAD boundaries, the lack of Stag2 disrupts loops that regulate key 
hematopoietic TFs. 

In T-cell differentiation, reorganization of chromatin structure takes place mostly at the 
transitions from DN2 to DN3 and DN4 to DP, often preceding changes in gene expression and 
affecting both intra-TAD connectivity and A/B compartments 632. BCL11B, which becomes 
expressed in the DN2-to-DN3 transition, facilitates the formation and maintenance of 
T-cell-specific chromatin interactions. A similar role is played by PAX5 in B-cells, where it 
orchestrates changes in genome organization independently of transcription 633. 

DNA methylation
In hematopoiesis, maturing blood cells exhibit pronounced changes in methylation patterns, 
with gains and losses in the promoters of specific TFs that frequently mirror changes in 
their expression 497,634,635. For instance, MEIS1, involved in HSC quiescence, becomes 
methylated and silenced in mature cells, whereas myeloid-specific genes such as TAL1 or 
MPO are demethylated in myeloid progenitors. In general, however, TF binding sites are 
more methylated in HSCs than in more committed downstream progenitors 497. Lymphoid 
progenitors and differentiated cells also exhibit higher methylation than their myeloid 
counterparts, with promoters of myeloid TFs and their binding sites being frequently 
methylated 635. Altogether, this suggests that the myeloid program is the default trajectory, 
and that methylation acts as safety lock against its accidental activation in the lymphoid 
lineage. The high specificity of methylation patterns enables the identification of predictive 
signature regions that can be used to reconstruct the hematopoietic tree 497.
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The changes in methylation associated with differentiation require the intervention 
of the DNA methylation machinery. Consistent with the notion that active demethylation 
allows derepression of lineage-specific regions, targeting Tet2 in mice via genetic ablation 
398 or shRNAs 636 resulted in increased HSC self-renewal, impaired differentiation with a 
myeloid bias and expansion of the HSPC compartment. One of the key roles of TET2 in 
hematopoiesis is to bind cell-type-specific enhancers and demethylate them to enable the 
binding of lineage-specific TFs such as MYC or ITF2 400. Interestingly, Tet1 is dispensable for 
hematopoiesis, although its deletion in HSCs results in increased self-renewal and a bias 
towards the lymphoid lineage, but a block in B-cell maturation 637,638. Along these lines, 
targeting other TET genes has confirmed that tissue-specific demethylation is essential for 
B-cell differentiation and function 639. 

Experiments in Dnmt3a-null mice revealed that DNMT3A enables HSC differentiation 
by methylating and silencing regions involved in self-renewal and multipotency, like 
RUNX1 or MYCN 402. A previous report had concluded that DNMT3A was dispensable for 
lineage commitment, but the conflicting result may be due to the less efficient deletion 
of the Dnmt3a gene 640. DNMT3B is also involved in hematopoiesis, but its functions are 
overlapping with those of DNMT3A, which can compensate for loss of DNMT3B in knock 
out models 641. On the other hand, methylation maintenance by DNMT1 is essential for HSC 
self-renewal and survival, but also for lymphoid differentiation 642,643. The myeloid skewing 
seen in models with Dnmt1 deficiency 642 and Dnmt3a haploinsufficiency 644 is in line with 
the hypothesis that methylation suppresses the default myeloid program. 

In summary, de novo methylation by DNMT3A/B switches off the stem cell program in 
HSCs, whereas maintenance methylation by DNMT1 is required for HSC self-renewal and 
lymphoid commitment. Active demethylation by TET2 allows the expression of lineage-
specific genes. 

Chromatin accessibility
Chromatin remodelling plays a critical role in hematopoiesis by determining what genomic 
locations are available to TFs and the transcription machinery. A study combining ATAC-
seq and RNA-seq in 16 major blood cell types demonstrated that chromatin accessibility at 
distal regions, but not at promoters, is a better predictor of cell type than gene expression 
645. This can be attributed to the fact that the expression and promoter accessibility of a 
given gene can remain invariant along differentiation, yet be controlled by different active 
enhancers in each cell type. Moreover, changes in chromatin accessibility may precede gene 
expression, providing discriminatory power earlier in the hierarchy. Subsequent work using 
single cell data showed that the chromatin landscape in hematopoiesis forms a continuum, 
largely driven by master lineage regulators that increase their activity in a gradient along 
differentiation trajectories 646. Furthermore, progenitor populations were shown to be less 
homogenous at the epigenetic level than originally thought, with major differences between 
early and late subgroups.
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In general, chromatin is more accessible in HSCs and it becomes increasingly compact 
as differentiation progresses, in line with a “multilineage priming” model in which CREs of 
lineage-specific genes are accessible to enable multipotency even before they are expressed 
647,648. Indeed, promoters of genes regulated by master regulators such as GATA1 are often 
open in HSCs, but not yet expressed 648. Nevertheless, low level expression of genes linked 
to multiple lineages, often antagonistic, has also been observed in HSPCs 623. While a priming 
model seems to apply to a number of CREs, particularly promoters, cell fate specification 
also requires de novo creation of open chromatin regions at enhancers 647,648. 

Chromatin access is primarily facilitated by members of the SWI/SNF family 135. Loss of 
ARID1A, one of the core subunits of the SWI/SNF complex, leads to global reduction of 
open chromatin and impaired HSC differentiation, confirming the importance of epigenetic 
remodelling for hematopoiesis 649. Similarly, perturbation of other SWI/SNF subunits 
like BRG1 650, SMARCD2 651 or ARID2 (Baf200) 652, among others, results in disruptions of 
hematopoiesis at various stages. For example, BRG1 and SMARCD2 are particularly critical 
for granulopoiesis. The recruitment of SWI/SNF to genes involved in differentiation is 
mediated by key TFs such as RUNX1, which interacts with the BRG1 and INI1 subunits of the 
complex 653. Indeed, depletion of RUNX1 in Jurkat cells results in loss of SWI/SNF binding to 
the promoters of IL3 and CSF2 (GM-CSF), as well as downregulation of these genes. 

Histone modifications
The so-called “histone code” has important implications for the regulation of gene 
expression in hematopoiesis, as it influences chromatin accessibility and the binding of 
“reader” proteins that recognize specific marks. Thus, profiling of H3K4me1, H3K4me2, 
H3K4me3 and H3K27ac showed that hematopoietic lineage commitment is accompanied by 
widespread change in the chromatin landscape 654. Up to 90% of the enhancers change state, 
of which 60% are active only in HSCs and their specific lineage, and the rest are established 
de novo during differentiation. This is consistent with findings from ATAC-seq experiments 
revealing that hematopoiesis follows a hybrid model of increasing restriction of multilineage 
priming and de novo enhancer activation 647,648. While enhancer decommissioning is a 
gradual process, de novo formation mostly occurs at key transitions, with CMP and GMP 
accounting for a large fraction of newly formed enhancers in myelopoiesis 654. Furthermore, 
the acquisition of different histone marks takes place in a sequential manner, typically 
starting with H3K4me1/2 at poised enhancers in early progenitors and following with 
H3K27ac as soon as transcription starts. Several genes involved in HSC differentiation are 
bivalent regions marked by H3K27me3 and H3K4me3, of which 20% lose H3K27me3 and 
become active with differentiation and 24% remain bivalent 655. Bivalent promoters of T-cell 
master regulators TBX21 and GATA3 in CD4+ T-cell may explain the plasticity of these cells 656. 
However, the majority of bivalent promoters lose H3K4me3, in keeping with the notion that 
epigenetic silencing locks out alternative lineages 655. 
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The PRC2 complex, whose catalytic subunit is one of the KMTs EZH1 or EZH2, catalyzes 
the methylation of H3K27. In fetal hematopoiesis, this process is exclusively dependent on 
EZH2, since EZH1 is not expressed 657. In adult HSCs, EZH2 is dispensable for self-renewal, 
but it is involved in lymphoid differentiation, particularly of B cells 657,658. Deletion of Ezh2, 
however, enhances NK cell commitment and cell function in a cell-intrinsic manner 659. On 
the contrary, EZH1 is essential for HSC self-renewal and quiescence, by selectively repressing 
CDKN2A, but also for appropriate lymphoid differentiation and B-cell development 660. The 
strong dependency of lymphoid differentiation on H3K27me3-mediated silencing is in line 
with the notion that the myeloid trajectory is the default. Deletion of the core subunit Eed 
(shared by EZH1- and EZH2-containing complexes) has an even stronger impact on HSC 
differentiation and survival, suggesting that each type of complex has specific targets 661. 
Interestingly, mutations in any of the PRC2 subunits result in enhanced HSC proliferation 662, 
yet overexpression of EZH2 also increases HSC self-renewal and prevents exhaustion 663 and 
complete loss of EED leads to HSC exhaustion 661. Therefore, normal HSC function requires 
fine regulation of H3K27 methylation levels by PRC2.

The KDMs UTX and JMJD3 de-methylate H3K27 at early stages of differentiation to enable 
the binding of lineage-determining TFs to target regions 627. Accordingly, pharmacological 
inhibition of these enzymes prevents TF binding and blocks cytokine-induced differentiation. 
Utx-deficient mice models exhibit increased HSC self-renewal with a myeloid bias stemming 
from inhibited expression of erythroid TFs 664. On the other hand, LSD1 removes H3K4me1/2 
at promoters and enhancers of stemness genes, suppressing their expression and thereby 
permitting HSC differentiation 665. Since LSD1 mediates transcriptional repression in various 
contexts, it is also critical for terminal differentiation as well as HSC self-renewal 665,666. 

Histone acetylation is catalyzed by HATs, among which the CBP/p300 family is 
indispensable for definitive hematopoiesis, though not for HSC formation in early 
development 667–669. The interactome of CBP/p300 includes more than 400 proteins, 
among others master regulators like C/EBPA, GATA2 or KLF4 670. Despite the high degree of 
homology between CBP and p300, their functions are not identical 671. These differences 
may be related to their different specificities for the same histone H3 and H4 residues 672. 
Specifically, full complement of CBP is required for HSC self-renewal and maintenance of 
the HSC pool, with Cbp +/- mice exhibiting hematopoietic failure 667,668. This effect is cell-
autonomous, as deletion of Cbp in the niche does not alter HSC repopulation ability 673. 
Moreover, conditional knockout of Cbp in murine HSCs results in bias towards the myeloid 
lineage, indicating a role for CBP in differentiation 673. On the contrary, p300 in HSCs is 
dispensable for both self-renewal and differentiation, whereas loss of p300 in the niche 
compromises differentiation 667,668. However, CBP and p300 may compensate for each other 
in T-cell 674 and B-cell 675 development, which is only blocked by the combined deletion of 
both p300 and CBP. 
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The action of HATs is counterbalanced by HDACs, which repress transcription by 
deacetylating lysine residues. In hematopoiesis, they frequently form complexes with TFs and 
cofactors that regulate every stage of differentiation, extensively reviewed in 676. HDAC1 and 
HDAC2 are essential for HSC maintenance and differentiation, though they can functionally 
compensate each other to varying degrees 677. While they have largely overlapping roles in 
HSC homeostasis and myeloid differentiation, HDAC1 is more dominant in erythropoiesis 
and thymocyte development 677. The levels of HDAC1 in MEPs are upregulated by GATA1, 
whereas they are downregulated in myelopoiesis by C/EBP proteins 678. Similarly, HSPCs 
depend on HDAC3 for proliferation as well as differentiation into the lymphoid and erythroid 
lineages 679. SIRT3 controls HSC homeostasis by deacetylating H3K56 at WNT genes and 
inhibiting their expression, thus preventing proliferation 680. 

It should be noted that the functions of HDACs and HATs do not necessarily involve 
histones, as they also deacetylate other proteins. For example, HDAC8 ensures LT-HSC 
maintenance by inactivating p53 681, whereas SIRT1 protects HSCs from ageing by promoting 
the nuclear localization of FOXO3 682.
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4. ACUTE MYELOID LEUKEMIA

Defects in the regulation of self-renewal and differentiation may lead to clonal expansion 
of immature precursors with impairment of healthy blood production, the pathological 
hallmarks of acute myeloid leukemia (AML) 683. Transformation may take place in HSCs or in 
committed progenitors that acquire aberrant stem cell characteristics 684–686. The accumulation 
of immature cells known as myeloblasts is accompanied by loss of granulocytes, erythrocytes 
and thrombocytes, resulting in severe infections, anemia and bleeding, respectively 683. For 
the diagnosis of AML, a minimum of 20% blasts in the bone marrow or blood is required, 
except when the aberrations t(15;17), t(8;21), inv(16) or t(16;16) are present 687.

An early attempt to distinguish between subclasses of AML was the French-American-
British (FAB) classification system established in 1976, which defined groups ranging from 
M0 to M7 based on their morphological characteristics 688,689. Although it remained in use for 
decades, the tremendous progress in understanding of AML from a genetic and biochemical 
perspective eventually rendered it obsolete. Some FAB subgroups overlap with cytogenetic 
aberrations, as is the case of M4 with inv(16) and M3 with t(15;17), but overall there is a 
large disconnect 690. Attempting to integrate all the available information, the World Health 
Organization (WHO) developed a new classification system in 2001 691, last updated in 2022 
692. The WHO classification identifies AML subtypes on the basis of recurrent abnormalities, 
such as t(8;21), inv(16) or biallelic CEBPA mutations. The same approach is followed by the 
recent International Consensus Classification (ICC) 693. In parallel with these classifications, 
the European LeukemiaNet (ELN) consortium publishes recommendations that stratify risk 
as “favorable”, “intermediate” and “adverse” on the basis of genetic alterations 687. 

Besides, AML can also be classified on the basis of its ontogeny 694. Primary or de novo 
AML is diagnosed in patients without a history of hematologic diseases or treatment with 
chemotherapy or radiation. In contrast, secondary AML (sAML) evolves from a previously 
diagnosed hematologic disorder, such as myelodysplastic syndromes (MDS), whereas 
therapy-related AML (t-AML) results from exposure to leukemogenic therapies. Primary 
AML accounts for 74% of all diagnosed cases 695,696, though a fraction of those could be sAML 
with unrecognized antecedent MDS 694. Almost 20% of the cases are classified as sAML, 
of which ~60% derive from MDS, ~25% from myeloproliferative neoplasms (MPNs) and 
10% from chronic myelomonocytic leukemia (CMML) 695,696. The remaining 6-7% of cases 
are tAML, frequently derived from breast cancer, uterine cancer and other hematological 
malignancies. Each of these classes can be associated with unique mutational patterns and 
clinical variables, with sAML being more common in the elderly and associated with inferior 
survival 694.

AML is the second most common type of leukemia yet the most lethal, accounting for 
roughly 30% of the newly reported leukemia cases but 40% of the deaths 697–699. This contrast 
illustrates the poor prognosis of this disease, which has an estimated 5-year survival of 30% 700.  
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AML represents 1.1% of the new cancer cases in the US, with 0.5% of the population at 
risk of developing AML in their lifetime 700. The incidence of AML exhibits a J shape, slightly 
decreasing after childhood but quickly increasing after early adulthood, especially in the 
elderly 698. Thus, with a median age at diagnosis of 68 years, AML primarily affects older 
adults 700. This is a consequence of the progressive accumulation of mutations with age 
in the HSCs of healthy individuals 701. The incidence of AML has substantially increased in 
the last decades, partially due to the ageing of the population, but also due to improved 
diagnostic techniques and a growing number of therapy-related cases previously treated for 
another malignancy with chemotherapeutic agents 698.

Even though AML was deemed incurable for years, between 35% and 45% of patients 
below 60 years of age and 10-15% of those older than 60 currently achieve long term 
survival 683. The standard of care is induction therapy with a combination of cytarabine and 
an anthracycline, typically in the form of a 7+3 regime, i.e. 7 days of cytarabine followed by 
3 days of daunorubicin 687. Upon remission, patients receive consolidation therapy, which 
is often intensive chemotherapy in favorable risk groups and allogeneic HSC transplantation 
in intermediate or adverse risk groups 687. The 7+3 regime achieves complete remission 
in 60-80% of patients below 60 and 40-60% in the elderly, provided they are eligible for 
therapy 687. In recent years, an arsenal of novel treatments has become available, including 
hypomethylating agents, immunotherapies and autologous CAR T cells 702,703. The availability 
of targeted therapies together with comprehensive mutational profiling has opened the 
door to precision medicine, which promises to improve remission rates and overcome 
refractory cases. Some notable examples are FLT3 inhibitors for patients with FLT3-ITD 
mutations and IDH1/2 inhibitors for IDH1/2-mutated AML 702. Given the prominent role of 
epigenetic dysregulation in AML, therapies aimed at epigenetic modifiers are of particular 
interest, but so far only methylation-related treatments have been successful 702.

4.1 Clonal evolution in leukemogenesis
The development of leukemia, known as leukemogenesis, is a stepwise process of selection 
of cells with characteristics that confer them a fitness advantage 704. The currently accepted 
model of clonal evolution in cancer was postulated by Peter Nowell in 1976 705 and applied to 
leukemia by McCulloch and colleagues in 1977 706. The leukemic cell population constitutes 
a clone that derives from a single cell of origin, and the Darwinian selection that results in 
tumor progression is thus known as clonal evolution 705. The initiating event of this process 
is a genetic alteration, such as a point mutation or a chromosomal rearrangement, which 
favors the expansion of a cell over its normal counterparts. This is generally a preleukemic 
lesion, as it is insufficient to induce full-blown leukemia on its own. Subsequent alterations 
in the descendants of the founding clone give rise to subpopulations (or subclones) that 
eventually become dominant if favored by natural selection. 

General introduction 1



64

The progression from preleukemic states to clonal hematological disorders such as MDS 
or CML, eventually culminating in full-blown leukemia, is a paradigmatic example of clonal 
evolution (Figure 16). Although originally proposed in 1977, it was not until recently that high 
throughput sequencing enabled the reconstruction of this process. Transformation from 
MDS to AML involves the persistence of a founding clone, although it can be outcompeted 
by descending subclones 707. As expected, genetic lesions are accumulated over time, 
resulting in subclones that carry increasing numbers of mutations, some of which confer 
growth advantage over the others. Aside from disease initiation, Nowell predicted that 
clonal evolution plays a critical role in resistance to therapy and relapse, as it allows cancer 
cells to adapt to the selective pressure of the treatment and expand anew 705. Indeed, WGS 
of de novo AML confirmed that relapse is associated with acquisition of novel mutations by 
either the founding clone or a surviving subclone, followed by clonal expansion 708. 

Somatic mutations are acquired throughout life as a consequence of cell-intrinsic 
mechanisms, such as replication errors or cytosine deamination, and exposure to various 
mutagens 704. Only a small fraction of those, known as driver mutations, confer fitness 
advantage and are positively selected. The vast majority of variants found in cancer are 
passenger mutations that are not influenced by natural selection and are instead fixated due 
to random genetic drift, in line with the neutral theory of molecular evolution formulated 
by Motoo Kimura in 1968 709. This is due to the fact that these variants are either located 
in non-functional “junk” DNA 710,711 or do not alter the aminoacid sequence (synonymous 
mutations). In Nowell’s original model, most coding variants were expected to be removed 
by purifying selection due to either metabolic disadvantage or destruction by the immune 
system. However, while this mechanism is pervasive in species evolution, it is largely absent 
in cancer cells 712,713. Most non-synonymous mutations are simply tolerated by cancer cells, 
which can be explained by the presence of two or more gene copies, the dispensability of 
most genes for a given somatic lineage or the hitchhiking with driver mutations (i.e., their 
negative effect is offset by the co-occurrence with a positively selected mutation).
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Figure 16. Clonal evolution in leukemogenesis. (A) Original model proposed by McCulloch and others 706. A stem 
cell (S) may acquire genetic mutations and become a preleukemic clone (S’), which over time can give rise to a 
leukemic stem cell (LS). (B) Example of clonal evolution from MDS to AML, characterized using whole genome 
sequencing 707.
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4.2 The leukemic stem cell (LSC) concept and the AML cell of origin
Although AML is characterized by the accumulation of large numbers of blasts, these cells 
have limited proliferative capacity, suggesting the existence of a small pool of LSCs endowed 
with self-renewal and differentiation potential 706,714. In 1967, Philip Fialkow and colleagues 
determined the clonal origin of CML based on the X inactivation of the G6PD locus 715. 
Other early studies identified leukemic chromosomal aberrations in multiple hematopoietic 
lineages, including granulocytes 716,717 and erythrocytes 718, indicating they derived from 
a pluripotent cell with the ability to differentiate. Subsequent work by McCulloch et 
al. identified a fraction of the leukemic population with proliferative activity, supporting 
the notion that the blast population is maintained by self-renewing LSCs 719,720. Towards 
the 1980s, the concept of LSCs with the capacity to proliferate and differentiate enoyed 
widespread acceptance, supported by multiple in vitro colony formation experiments 
721. Nevertheless, the AML colony-forming units (AML-CFU) detected by these assays had 
limited proliferation and replating potential.

It was not until 1994 when a landmark study by John Dick and colleagues characterized 
bona fide LSCs, capable of fully establishing human leukemia in immunodeficient mice 722. 
These leukemia-initiating cells were more rare and primitive than AML-CFUs and exhibited 
a CD34+CD38- immunophenotype, similar to normal HSCs. Along these lines, other groups 
detected cytogenetic aberrations in CD34+ subpopulations 723. A follow-up publication 
by the Dick group further showed that LSCs derived from different patients shared the 
same CD34+CD38- surface markers 724. They demonstrated that these cells proliferate 
and differentiate in primary recipients, and exhibit self-renewal potential in secondary 
transplants. These data were the basis to propose a hierarchical model for malignant 
hematopoiesis in which LSCs generate more restricted progenitors and large numbers of 
myeloblasts in a clonal manner. In lien with this notion, Goardon and colleagues showed 
that immature CD34+CD38- LSCs resembling LMPPs give rise to a population of GMP-like 
LSCs 686. 

Numerous studies have extensively characterized LSCs in different AML subtypes 725. 
Although more than 75% of AML cases harbor CD34+ LSCs, others, AML subtypes with 
mutations in either NPM1 or TET2 generally lack CD34 expression and their LSCs are found 
in a CD34- compartment 725. A number of other surface markers have been detected, further 
establishing the phenotypical heterogeneity of LSCs, whose identity may depend on the 
genetic and epigenetic background of each leukemia 726.

The elusive cell of origin
The LSC concept is intimately linked to the cell of origin of AML. On the basis that LSCs exhibit 
both self-renewal and differentiation potential, McCulloch reasoned that transformation 
takes place in pluripotent HSCs, which expand following the acquisition of genetic defects 
706. Strong evidence for this hypothesis was the identification of leukemia-initiating cells with 
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HSC surface markers 722, as well as the observation that CD34+CD38- populations in human 
AML patients carried cytogenetic aberrations 723. An alternative model posited that many 
different cells in the HSPC compartment are susceptible to transformation, which would 
entail the acquisition of aberrant self-renewal potential 721. This was initially supported by 
the inter-patient heterogeneity of differentiation trajectories in AML, with only a fraction of 
the cases retaining erythropoietic capability 727,728. Moreover, HSCs defined by CD34+CD38- 
isolated in AML with t(15;17) did not harbor the PML-RARA fusion gene produced by this 
translocation 729. 

The controversy continued well into the twentieth century and remains unsettled. The 
LMPP-like and GMP-like LSCs identified by Goardon et al. in primary AML may indicate that 
the cell of origin is a committed progenitor that acquired self-renewal potential, rather 
than an HSC 686. Nevertheless, although it is tempting to decipher the cell of origin on the 
basis of LSC surface markers, those could be aberrantly expressed upon transformation. 
Thus, functional assays have been conducted to determine the transformation potential of 
different cell types (Figure 17). Experiments in murine models revealed that both HSCs and 
committed progenitors can be transformed into LSCs by the introduction of oncogenic 
fusion proteins such as MLL-AF9 685,730 or MOZ-TIF2 731. On the contrary, transduction of 
BCR-ABL 731 or overexpression of HOXA9 732 only initiated leukemia in HSCs. Interestingly, 
MLL-AF9 induces leukemia more rapidly and efficiently in HSCs than in GMPs, implying that 
the cell of origin may influence leukemia phenotype and clinical outcome in patients 733. 

ST-HSC

MPP

CLPCMP

GMP MEP

T-cells B-cells NK cellsMegakaryocytesGranulocytes Monocytes Erythrocytes

Leukemic 
blasts

Leukemic 
progenitor

Differentiation 
block

LSC

MLL-AF9
MLL-ENL
MOZ-TIF2

MLL-AF9
MLL-ENL

MLL-AF9
MLL-ENL
MOZ-TIF2
MN1

MLL-AF9
MLL-ENL
MOZ-TIF2
MN1
CALM-AF1
MLL-GAS7
HOXA9-MEIS1

Normal hematopoiesis Malignant hematopoiesis

Figure 17. Possible cells of origin in leukemia identified by transduction experiments in mice (adapted from 734). 
Cell types that could be transformed by oncogene transduction are highlighted in italics. The different oncogenes 
that successfully led to leukemia are indicated in red.
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On the other hand, several studies have detected AML-associated mutations in 
preleukemic HSCs, suggesting they are the cell of origin that undergoes clonal evolution upon 
the acquisition of additional mutations. Early evidence came from detecting the expression 
of RUNX1-RUNX1T1 fusion oncoprotein in HSCs of patients in remission 735. Screens in 
residual HSCs from AML patients detected mutations in multiple genes such as NPM1, 
TET2, IDH2 and DNMT3A, which were shown to precede later mutations by reconstruction 
of clonal evolution with single cell data 736,737. Similarly, preleukemic HSCs with DNMT3A 
mutations and increased repopulation potential were found in the blood of AML patients 
both at diagnosis and remission 738. The presence of dominant HSCs long before the onset 
of leukemia has been termed clonal hematopoiesis of indeterminate potential (CHIP) and 
is associated with increased risk of hematologic cancers and cardiovascular disease 739–741. 
The acquisition of mutations in certain genes, most commonly DNMT3A, TET2 and ASXL1, 
promotes clonal expansion of the affected cells to the detriment of the rest of the HSCs.  
However, only a fraction of these are truly preleukemic cases that go on to develop AML, 
which can be preemptively identified by unique mutation distributions and greater VAFs 742.

Altogether, the emerging consensus is a hybrid model whereby AML can originate either 
in HSCs or in more committed progenitors 726. The realization that AML is often preceded 
by a long preleukemic phase characterized by CHIP strongly suggests that the initial clonal 
expansion involves HSCs, since short-lived progenitors would be lost in that span of time 
743. Nevertheless, it is possible that the acquisition of additional mutations and resulting 
transformation take place in a progenitor, which would then acquire stem-like properties. 
In line with this possibility, the BCR-ABL fusion gene expands the HSC compartment of 
CML patients in chronic phase, but additional events such as beta catenin activation may 
transform downstream GMPs and confer them self-renewal potential 744. 

4.3 Recurrent mutations in AML
AML is one of the malignancies with the lowest frequency of mutations, only a few of which 
are drivers 745. When only coding regions are considered, AML patients carry an average 
of 10 to 13 single nucleotide variants (SNVs) and small insertions or deletions (indels), 
of which merely 5 are recurrently identified 2. AML genomes harbor approximately 2 copy 
number alterations (CNA) on average 746, and less than 1 fusion gene 2. Although Nowell 
hypothesized that the acquisition of mutations in tumor progression is accelerated by 
genomic instability, this is not the case in AML. Instead, most detected mutations are acquired 
randomly in the founding clone before cancer initiation in an age-depending manner 701. 
Accordingly, HSPCs derived from healthy donors carry a similar number of mutations as 
their malignant counterparts in AML patients of the same age 701. Age-associated mutations 
include spontaneous deamination of 5mC to thymine, indels introduced during the repair of 
double-strand breaks, polymerase errors and large structural variations 747.
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In the early 2000s, Gary Gilliland proposed a “two-hit model” whereby the development 
of AML requires co-occurring mutations in two different classes of genes 748. Class I 
mutations stimulate survival and/or proliferation and typically affect signaling genes (e.g. 
FLT3, KRAS), whereas class II mutations block hematopoietic differentiation by disrupting 
TFs (e.g. RUNX1). This model was based on the observations that a) progression from CML 
to AML involved the acquisition of class II fusion proteins like RUNX1-EVI1, b) single fusion 
oncoproteins were not sufficient to induce leukemia in transformation assays or murine 
models, c) mutations in the FLT3 tyrosine kinase were found in ~30% of AMLs. In support of 
this model, the combination of PML-RARA and FLT3-ITD induced leukemia in all transplanted 
mice, contrary to PML-RARA alone 749. Moreover, WGS of 24 AML cases revealed that the 
founding clone frequently requires only two or three cooperating mutations 701. Individually, 
mutations in either of these classes can produce other clonal hematological disorders, but 
not AML. For example, the majority of CML patients carry class I BCR-ABL fusions 750–752, 
which also cause a CML-like disease in mice 753. Mutations in another signaling gene, JAK2, 
are a frequent cause of MPN 754,755 and similarly recapitulate this phenotype in mice 756. On 
the other hand, class II mutations are often associated with MDS, as confirmed by murine 
models that developed MDS when transplanted with bone marrow cells harboring RUNX1 
mutants 757.

Although this hypothesis provides a useful conceptual framework, it has been challenged 
by the discovery of mutations in unrelated genes as a part of large-scale sequencing efforts, 
which depict a more complex landscape 2,758. Considering their biological function and role 
in AML pathogenesis, these recurrent mutations can be classified in several categories in 
addition to the two originally proposed (Table 2, Figure 18). Notably, only ~60% of AMLs 
carry signaling mutations and ~40% have genetic alterations involving TFs, often as fusion 
proteins 2. However, mutations in other genes may achieve equivalent effects by alternative 
pathways; for example, differentiation arrest can also be a consequence of epigenetic 
dysregulation. On the other hand, mutations rarely fit neatly in any particular class, since 
their downstream effects may extend beyond a single pathway. For instance, FLT3-ITD does 
not only stimulate proliferation, but also represses differentiation via downregulation of 
CEBPA 759. Alternatively, genetic alterations can be classified on the basis of their association 
with different AML ontogenies: mutations in splicing genes are specific for sAML, whereas 
NPM1 is exclusive of de novo AML 694.
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Table 2. Functional categories of recurrent mutations in AML. Adapted from 1 with data from 2 and 760

Functional group Most commonly mutated genes Overall frequency

Signaling pathways FLT3, KIT, PTPN11, KRAS, NRAS, BCR-ABL, CBL 52%

DNA methylation DNMT3A, TET2, IDH1, IDH2 43%

Chromatin modifiers KMT2A fusions, ASXL1, EZH2, KDM6A, BCOR 30%

Transcription factors CEBPA, RUNX1, PML–RARA, MYH11–CBFB, RUNX1–
RUNX1T1, EVI1 rearrangements

33%

Genome organization STAG2, RAD21, SMC1, SMC3A, PDS5B 13%

Spliceosome complex SRSF2, U2AF1, SF3B1, ZRSR2 18%

Tumor suppression TP53, WT1, PHF6 16%

Nucleophosmin* NPM1 23%

* NPM1 has multiple functions including ribosomal biogenesis, centrosome duplication, DNA damage response, 
histone chaperoning and transcriptional regulation, among others 761. Therefore, and given its prominence in AML 
pathogenesis, it was assigned to a category of its own.
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The order of acquisition of these mutations has been subject of intensive research. 
By measuring the variant allele frequency (VAF) of each variant, it is possible to infer 
clonal relationship and thus establish a relative timeline for their acquisition in a patient 
701. Briefly, mutations with the highest VAF (0.5 for a single allele mutations with ploidy 
2) were acquired in the founding clone, whereas later subclonal events have smaller VAFs 
proportional to the size of that subclone. Such studies identified mutations in the epigenetic 
modifiers DNMT3A, ASXL1 and TET2 as some of the earliest events in AML 736,758, in line with 
the observation that they are frequently present in pre-malignant HSCs of individuals with 
CHIP. Mutations in IDH1/2 were also early events, whereas mutations in NPM1, TFs, splicing 
factors and chromatin were intermediate. Mutations in signaling genes were generally late 
subclonal events, yet also amongst the most common type of mutation. However, in sAML 
progressing from CML, the acquisition of BCR-ABL is typically the earliest event, indicating 
that this pattern is not an absolute rule. Interestingly, different orders of acquisition may 
lead to different disease phenotypes and clinical outcomes, as shown for JAK2 and TET2 
mutations in MPN 762. 

Although coding mutations are too few in AML to elucidate clonal architecture in detail, this 
obstacle can be surmounted by the coverage of non-coding regions in WGS 701. The patterns 
of co-occurrence between mutations are another source of valuable information, as they 
suggests possible mechanisms whereby different pathways collaborate in leukemogenesis 
and further our understanding of the order of acquisition 758. For example, the presence of 
TP53 mutations in AML with complex karyotype indicates that the absence of this tumor 
suppresor allows the subsequent accumulation of chromosomal abnormalities that would 
otherwise trigger cell death. Alternatively, mutually exclusive mutations often involve 
genes with redundant functions, such as IDH1, IDH2 and TET2, all of which are involved in 
demethylation. More detailed information about the clonal substructure can be gleaned 
from single cell sequencing data 763–765. Besides validating conclusions inferred from bulk-
sequencing data, such as the subclonality of NPM1 mutations 764, single cell genotyping can 
unmask hidden clonal relationships, like the mutual exclusivity between TP53 and PPM1D 
mutations 763, and reveal instances of both convergent and parallel evolution 765. 

4.4 Epigenetic dysregulation in acute myeloid leukemia
Hematopoiesis is a tightly controlled process that involves numerous transcription factors 
and epigenetic modifiers, which jointly instruct cell-specific transcriptional programs along 
differentiation. As outlined in previous sections, disturbances in any of these critical factors 
may severely compromise cell identity and lead to aberrant behavior. In AML, almost 75% 
of the patients carry recurrent mutations in genes related to epigenetic processes, including 
DNA methylation, chromatin modifiers, 3D organization and TFs (Table 2). Therefore, it is 
apparent that epigenetic dysregulation lies at the center of AML pathogenesis, possibly 
driving the acquisition of cancer hallmarks in HSCs and other progenitors 766.
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4.4.1 The effect of mutations in epigenetic regulators

Transcription factors
The association between recurrent mutations in hematopoietic TFs and dysregulated 
transcriptional programs was demonstrated by gene expression profiling 767. Clustering was 
largely driven by chromosomal aberrations involving TFs, such as t(8;21) [RUNX1-RUNX1T1] 
or inv(16) [MYH11-CBFB], and mutations in the myeloid TF CEBPA. Subsequent analyses in 
larger cohorts further established a subgroup with double CEBPA mutations (CEBPA DM) 
as a separate entity with a unique expression profile and favorable disease outcome 768,769. 
Mutations in NPM1, which is also involved in transcriptional regulation, defined another 
subgroup 770. More recent studies detected the same patterns using RNA-seq 760. 

Additional research has attempted to elucidate how these mutations alter the 
transcriptional program of the cell and induce leukemogenesis. The CEBPA gene encodes 
for a full-length p42 (42 kDa) isoform and a shorter p30 isoform, which lacks a fraction of 
the C-terminal region containing a transactivation domain 771. Mutations in the N-terminal 
region CEBPA introduce a premature stop codon that leads to the loss of the p42 isoform, 
required for control differentiation and proliferation, whereas C-terminal mutations affect 
the bZIP domain, involved in DNA binding and dimer formation 772. As a hematopoietic TF, C/
EBPA binds promoters and enhancers of genes involved in myeloid differentiation and HSC 
function 773. The deletion of CEBPA results in epigenetic changes at bivalent promoters of 
genes essential for HSC function 773. 

The RUNX1-RUNX1T1 fusion protein generated by t(8;21), also known as RUNX1-ETO, 
lacks the transactivation domain of RUNX1 and instead recruits HDACs and co-repressors, 
acting thus mainly as a repressor 774–776. However, it can also function as a transcriptional 
activator of self-renewal genes via its NHR1 domain, which is dependent on acetylation by 
p300 777. Up to 60% of the sites bound by RUNX1-ETO are normally occupied by RUNX1, 
which is displaced upon competition by the oncoprotein 778,779. Thus, depletion of RUNX1-
ETO in the Kasumi-1 cell line restores binding of RUNX1, confirming mutual exclusivity. 
These experiments also suggest that RUNX1-ETO induces widespread changes in histone 
acetylation and gene expression, driving self-renewal while blocking differentiation 778. To a 
large extent, the reorganization of the transcriptional network that causes this differentiation 
arrest is driven by the loss of CEBPA 779, which is directly repressed by RUNX1-ETO upon 
binding of the latter to the +42 kb CEBPA enhancer 780,781. Indeed, differentiation block can 
be overcome by overexpression of CEBPA 782. 

DNA methylation
Aberrant DNA methylation is a common event in cancer, with frequent hypermethylation 
of CGIs accompanied by global decrease of 5mC in the genome 439. Early attempts at 
methylation profiling revealed hypermethylation of several loci in subsets of AML, including 
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the promoter of the tumor suppressor CDKN2B 783,784. The analysis of 344 AML patients 
with the HELP assay identified that a subset of genes are consistently methylated in AML, 
possibly pointing to a common involvement in transformation 3. This study also revealed 
16 clusters with distinct methylation patterns, most of which were enriched for recurrent 
mutations such as t(8;21) or inv(16), except for 5. 

Two of those clusters were later shown to be defined by the presence of mutations 
in IDH1 and IDH2, both of which inhibit the hydroxylation of 5mC by TET2, leading to 
global hypermethylation, particularly at promoters 636. Mutations in IDH1/2 were shown 
to be largely exclusive with loss-of-function TET2 mutations and both groups shared 
similar methylation signatures, suggesting functional redundancy between TET2 and 
IDH1/2 469,470. Likewise, it was later shown that WT1 mutations are also mutually exclusive 
with lesions in TET2 and IDH1/2, and also result in decreased TET2 function 785. Mutated 
TET2 proteins have less catalytic activity and lead to diminished 5-hmC levels 786, but their 
effect on global methylation is less clear. Early reports showed both hypomethylation 786 
and hypermethylation in TET2-mutated patients 636, but they may have been limited by the 
use of microarray technologies. Bisulfite sequencing revealed that loss of TET2 induces a 
hypermethylation phenotype outside CGIs 787, particularly at enhancers 788. However, the 
effects of TET2 mutation are modest overall, in line with studies showing that loss of TET2 in 
hematopoiesis is compensated by other TET enzymes 789. 

The discovery of highly recurrent mutations in DNMT3A further highlighted the role of 
methylation in AML 464, as well as in preleukemic clonal expansion 738. The most common 
DNMT3A mutation (R880H) results in dominant negative loss of 80% of methyltransferase 
activity, leading to focal hypomethylation in AML, especially at CGIs, shores and promoters 
790,791. Other DNMT3A mutations cause both loss-of-function and gain-of-function effects 
792. In AML without DNMT3A mutations, upregulation of all methyltransferases leads to 
CGI hypermethylation, possibly as a consequence of rapid proliferation 793,794. Certain 
oncoproteins, such as PML-RARA, can also recruit DNMT1 and DNMT3A to CGI promoters 
and promote hypermethylation 450.

Chromatin modifiers
Among chromatin modifiers, several proteins related to the Polycomb group are mutated 
in AML, and particularly in sAML progressing from MDS 694. Mutations in ASXL1 inhibit the 
recruitment of PRC2 by blocking its interaction with ASXL1 795. This leads to a global depletion 
of H3K27me3 that affects the HOXA cluster, essential for myeloid differentiation. However, 
even though loss of ASXL1 alone disrupts hematopoiesis, it is insufficient to cause leukemia 
796. The PRC2 core subunits EZH2 and SUZ12 are frequently mutated in MDS and sAML, though 
rarely in primary AML, leading to reduced PRC2 histone methyltransferase activity 797,798. This 
loss of function depletes H3K27me3 levels in leukemic cells, enabling the aberrant expression 
of genes involved in self-renewal, and promotes chemotherapy resistance in AML 799,800.  
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Mutations in BCOR and BCORL1 are found in both AML and MDS, leading to either reduced 
expression or an inactive gene products 801–803. The consequence of these mutations is the 
disruption of the PRC1.1 complex, which loses its repressive function, resulting in epigenetic 
rewiring and activation of HSPC signaling genes 804. Since the expression of BCOR is higher 
than that of BCORL1 in hematopoiesis, the effect of BCOR1 mutations is more pronounced, 
which may explain why they are also more frequent. Mutations in BCORL1 are often 
subclonal events following a prior BCOR mutation, indicating functional cooperation.

The histone methyltransferase KMT2A, also known as MLL1, is a partner in gene fusions 
created by chromosomal aberrations involving the q23 region of chromosome 11, among 
which t(9;11) is the most common 805,806. The presence of these 11q23 translocations 
defines an AML subtype with a unique transcriptional profile, often referred to as MLL-
rearranged AML 767,807. Many genes involved in transformation are highly expressed in 
these leukemias, such as MEIS1 and HOX genes 807; 43% of them overexpress EVI1, which 
promotes tumor growth and chemoresistance 808. Wild type KMT2A mediates trimethylation 
of H3K4 via its SET domain, but this domain is lost in KMT2A fusions, in line with the fact 
that overexpression of HOX genes in MLL-rearranged AML does not involve H3K4me3 809. 
Rather, gene upregulation stems from the recruitment of the H3K79 methyltransferase 
DOT1L by KMT2A fusion partners like AF9 or AF10, resulting in ectopic H3K79 methylation 
810,811. Indeed, inactivation of DOT1L leads to downregulation of KMT2A fusion targets and 
suppression of the MLL-rearranged transcriptional signature 812. Moreover, several KMT2A 
fusion partners, such as AF9 or ENL, are members of the SEC and contribute to misexpression 
via elongation dysregulation 813,814.

Genome organization
Mutations in members of the cohesin complex are present in more than 10% of the AML 
patients, but little is known about their effect on leukemogenesis and their prognostic 
impact is controversial 815–817. Although loss-of-function cohesin mutations in other cancers 
cause chromosomal instability 818, they are not associated with cytogenetic abnormalities 
in AML 816. Instead, they drive tumor progression by disrupting the formation of chromatin 
loops that ensure appropriate gene regulation, as shown by the unique transcriptional 
profile of AML with STAG2 mutations 816. Indeed, deletion of STAG2 in HSCs does not cause 
any chromosomal aberrations, but it increases self-renewal and decreases differentiation 
with concomitant changes in genes associated with lineage specification 631. These 
transcriptional changes seem to be caused by loss of short-range interactions uniquely 
mediated by STAG2 in a CTCF-independent manner at regions bound by hematopoietic TFs 
631, albeit other studies report alterations in TAD structure and compartments 819. Similarly, 
even though complete loss of SMC3 causes defects in sister chromatid separation, SMC3 
haploinsufficiency increases HSC self-renewal and cooperates with FLT3-ITD to induce 
leukemia in mice 820. 
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While most cohesin subunits exhibit mostly heterozygous missense mutations, 
STAG2 is frequently inactivated by truncated mutations of its single functional copy 182. 
This discrepancy is possibly due to compensation by its paralog STAG1, as suggested by 
the synthetic lethality between STAG1 and STAG2 821 and the overexpression of STAG1 in 
STAG2-mutated AML 631. By contrast, each core cohesin subunit is essential and cell viability 
would be compromised in their absence. Confirmatory evidence was provided by deletion 
experiments in HSCs showing that STAG1 compensates for STAG2 in higher order DNA 
organization and chromosomal segregation 631. However, only Stag2 KO increased HSC 
self-renewal, in line with prior reports of distinct roles of each protein in chromosome 
organization 204. Perhaps for this reason, mutations in STAG1 are exceedingly rare in AML. 

4.4.2 Mutations in non-coding regions
Although cancer research has traditionally focused on coding regions, the importance of 
mutations in non-coding regions is becoming increasingly apparent. The development of 
technologies for the exploration of the epigenetic landscape, like ATAC-seq or ChIP-seq, has 
paved the way for a new wave of research that attempts to understand changes in regulatory 
regions associated with cancer. Special interest has been placed on super-enhancers, which 
are often acquired in the vicinity of oncogenes 537. Common mechanisms for dysregulation 
of gene expression involving CREs are focal amplifications, translocations, TFBS-creating 
mutations and disruptions in TAD boundaries 822.

Expression of EVI1, encoded by MECOM, is normally restricted to HSCs in hematopoiesis, 
where it is critical for proliferation and repopulation capacity 823,824. However, a subset of 
~8% of AMLs express high levels of EVI1, which is an independent predictor for poor survival 
825,826. Overexpression of EVI1 is thought to contribute to leukemogenesis by inhibiting 
myeloid differentiation 827 and promoting proliferation and survival of LSCs 824. Among EVI1-
expressing leukemias, roughly 20% carry chromosome 3q26 abnormalities, where MECOM 
is located, and another 20% exhibits MLL rearrangements 825. Almost two thirds of 3q26-
rearranged AMLs  exhibit inv(3) or t(3;3) 828,829. In the early 1990s, it was proposed that the 
activation of EVI1 in AML with inv(3)/t(3;3) stemmed from the repositioning of an enhancer 
close to RPN1 830,831. However, it was not until 2014 that the integration of epigenomics 
data demonstrated that EVI1 overexpression was driven by the hijacking of a translocated 
GATA2 super-enhancer 230,832. It stands to reason that similar mechanisms operate in other 
3q26-rearranged AMLs, but they have not been investigated so far. The activation of EVI1 in 
the 60% of leukemias without 3q26 or 11q23 rearrangements remains an enigma.

Focal amplifications of a super-enhancer located 1.7 Mb downstream of MYC have been 
reported in 3% of AMLs, presumably increasing the concentration of TFs 833. MYC is a proto-
oncogene that is activated in the majority of cancers, leading to increased proliferation and 
tumor evasion 834. The interaction between the MYC and its super-enhancer is dependent 
on the SWI/SNF chromatin remodeler, which facilitates the binding of TFs by displacing 
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nucleosomes 833. The formation of novel (super-)enhancers due to mutations in non-
coding regions has not been described in AML, but is well-known in T-ALL. Marc Mansour 
and colleagues reported somatic indels at a hotspot upstream of TAL1, resulting in the 
creation of a binding site for MYB, which can recruit CBP 538. Acetylation of histone marks by 
CBP makes chromatin accessible to other hematopoietic TFs, leading to the formation of a 
super-enhancer that upregulates TAL1 expression. A similar mechanism was later described 
for LMO2, an oncogenic driver of T-ALL that is normally silent in T-cells, but acquires an 
enhancer-forming insertion in 2% of T-ALL cases 835. Furthermore, LMO2 intronic mutations 
found in 5% of T-ALLs generate a neomorphic promoter, also leading to overexpression of 
this oncogene 836. 

Disruptions in TAD boundaries can be caused by either genetic or epigenetic 
mechanisms. In AML with inv(3)/t(3;3), the rearrangement perturbs the usual boundaries 
of the TAD containing MECOM, leading to the formation of a chimeric TAD that also contains 
the GATA2 super-enhancer 230. An example of epigenetic disruption has been shown in 
glioma with IDH1/2 mutations, in which the hypermethylation induced by the loss of IDH 
prevents the binding of CTCF to a TAD boundary that usually insulates PDGFRA from a 
nearby FIP1L1 enhancer 228. The existence of an identical mechanism in AML is an intriguing 
possibility, given the existence of multiple mutations that also affect DNA methylation, as 
mentioned above.

4.4.3 The role of epimutations in leukemogenesis
Much of the work discussed so far has attempted to relate epigenetic events to specific 
mutations, either in coding or non-coding regions. Nevertheless, heritable epigenetic 
changes can also occur in the absence of a underlying genetic lesion, a phenomenon 
designated as epimutation by Robin Holliday following his earlier work on methylation and 
gene silencing 837. Epimutations can be categorized as primary or secondary depending on 
whether they are truly independent from DNA changes or are the indirect consequence 
of a mutation 838. Thus, hypermethylation of a promoter in TET2-mutated AML would be 
a secondary event rather than a pure epigenetic event, which should be, by definition, 
reversible. Another example of secondary epimutation is the increased CTCF occupancy 
observed in AML, possibly due to global hypomethylation 839. Furthermore, mutated NPM1 
also causes the cytoplasmic mislocalization of CTCF 840.

Verified primary epimutations in cancer are rare because it is hard to exclude the 
possibility they result from a DNA change in cis or trans somewhere in the genome 841. One 
of the few examples is the germline inactivation of MLH1 by methylation, which predisposes 
to colorectal cancer 842. Although not as well understood as the transmission of methylation 
marks, epigenetic inheritance of histone modifications has also been demonstrated over 
multiple cell divisions 843. They are, therefore, also possible candidates for epimutations. 
An intriguing example in leukemia is the hypermethylation of CEBPA in cases with mixed 
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myeloid/lymphoid phenotype that exhibit a transcriptional program similar to AML with 
CEBPA DM 844. Originally identified as CEBPA-silenced leukemias, it was later shown that 
aberrant methylation was not restricted to the CEBPA locus, but was in fact a genome-wide 
phenomenon 443. In line with this, they were independently characterized as CIMP AMLs 
by a separate group 444. Nevertheless, given their similarities with CEBPA DM AML, it can 
be argued that silencing of CEBPA is not only one in many changes, but a pivotal factor 
in the leukemogenic process. On the other hand, aberrant hypermethylation of DNMT3A 
has been described in 40% of AML patients, possibly acting as an epimutation with similar 
effects to loss-of-function genetic changes like R880H 845. 

The mechanisms whereby these epimutations appear remain poorly understood. While 
they may be secondary to genetic lesions, the absence of recurrent mutations associated 
with these events points to alternative mechanisms. They could be an indirect consequence 
of mutations in non-coding regions regulating the expression of epigenetic “writers” or 
“erasers” (e.g. an enhancer of TET2), in which case it may be possible to detect them via 
gene expression profiling together with WGS. However, it is tempting to speculate that they 
are driven by random epigenetic variation followed by Darwinian selection, perhaps in the 
context of the widespread alterations that accompany lineage specification. In keeping with 
this hypothesis, substantial epigenetic diversity has been observed in AML patients, possibly 
driving cancer evolution 846.
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5. SCOPE AND AIMS OF THIS THESIS

Despite tremendous progress in the last two decades, the understanding of epigenetic 
regulation in both health and malignant hematopoiesis remains incomplete. The studies 
included in this thesis aim to shed light on this burgeoning field by employing a combination 
of molecular biology and bioinformatics approaches that explore different aspects of 
epigenetic regulation. The thesis is divided into three sections: 

1. Transcription factors in healthy hematopoiesis (chapter 2): in this section we 
investigated the roles of CEBPA in myeloid commitment and HSC maintenance. To this end, 
we studied a mouse model in which deletion of the hematopoietic +37 kb Cebpa enhancer 
leads to depletion of the LT-HSC compartment as well as a block in myeloid differentiation. 
Using transplantation experiments and transcriptomics techniques, both in bulk and in 
single cells, we determined whether the LT-HSC loss is cell-extrinsic or cell-intrisic.

2. Enhancer hijacking in AML (chapters 3-5): here we attempted to elucidate whether 
there is a common enhancer hijacking mechanism directing EVI1 overexpression in all 3q26-
rearranged AMLs and what components of transcriptional regulation are critical in this 
process. In chapter 3, we profiled a cohort of AML with atypical 3q26 rearrangements using 
genetic and epigenetic approaches to investigate their commonalities with the classical 
inv(3)/t(3;3) AML. Most of the translocations involved super-enhancers of genes active in 
myeloid development. This finding was further explored in chapter 4, where we generated 
a cell line model containing the t(3;8) rearrangement and dissected the translocated MYC 
super-enhancer to find critical regions involved in EVI1 overexpression. We also examined 
how the same mechanism may operate in AMLs with other 3q26 rearrangements. In chapter 
5, we conducted a CRISPR screen in the inv(3) cell line MUTZ3 to determine what sequences 
are uniquely essential in the rearranged GATA2 enhancer, but not in the wild type allele. 
Some of the TFs binding to these sequences are amenable to pharmaceutical inhibition and 
thus constitute attractive points of therapeutic intervention.

3. Epigenetic dysregulation driving altered gene expression in AML (chapters 6-7): here 
we sought to identify somatic epigenetic events in AML and understand how they drive 
leukemogenesis. In chapter 6, we conducted a screen of genes with allele specific expression 
(ASE) in a cohort of 200 AML patients to detect changes in cis-regulatory elements. Since 
most genes are expressed in similar proportions from each allele in normal conditions, 
recurrent ASE of certain genes may unveil alterations in neighboring regulatory regions. In 
chapter 7, we profiled CEBPA-silenced/CIMP leukemias at the genetic and epigenetic level 
to understand the effects of methylation on cell identity and leukemogenesis. This study 
required the integration of DNA methylation, H3K27ac, H3K27me3, chromatin accessibility, 
CTCF binding and chromatin structure. 

In chapter 8, I summarized the findings of this thesis and discussed their implications for 
our understanding of epigenetics in hematopoiesis.
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ABSTRACT

The transcription factor C/EBPa initiates the neutrophil gene expression program in the 
bone marrow. Knockouts of the Cebpa gene or its +37kb enhancer in mice show two 
major findings: (1) neutropenia in bone marrow and blood; (2) decrease in long-term 
hematopoietic stem cell (LT-HSC) numbers. Whether the latter finding is cell autonomous 
(intrinsic) to the LT-HSCs or an extrinsic event exerted on the stem cell compartment 
remained an open question. Flow cytometric analysis of the Cebpa +37kb enhancer 
knockout model revealed that the reduction in LT-HSC numbers observed was proportional 
to the degree of neutropenia. Single cell transcriptomics of wild type mouse bone marrow 
showed that Cebpa is predominantly expressed in early myeloid-biased progenitors, but not 
in LT-HSCs. These observations suggest that the negative effect on LT-HSCs is an extrinsic 
event caused by neutropenia. We transplanted whole bone marrows from +37kb enhancer-
deleted mice and found that 40% of the recipient mice acquired full blown neutropenia 
with severe dysplasia and a significant reduction in the total LT-HSC population. The other 
60% showed initial signs of myeloid differentiation defects and dysplasia when they were 
sacrificed, suggesting they were in an early stage of the same pathological process. This 
phenotype was not seen in mice transplanted with wild type bone marrow cells. Altogether, 
these results indicate that Cebpa-enhancer deletion causes cell autonomous neutropenia, 
which reprograms and disturbs the quiescence of HSCs, leading to a systemic impairment of 
the hematopoietic process.

KEY POINTS

•  Cebpa activates granulocytic differentiation in early myeloid biased progenitors but not in 
LT-HSCs during steady state hematopoiesis

•  Unresolved neutropenia caused by Cebpa +37kb enhancer deletion disturbs the LT-HSC 
pool and leads to severe bone marrow dysplasia
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INTRODUCTION

Pioneering transplantation studies showed that long-term hematopoietic stem cells (LT-
HSCs) possess a multi-lineage differentiation potential towards all hematopoietic lineages 
after myeloablative conditioning 1,2. Bone marrow differentiation occurs along a continuum 
of cellular states, progressing in a trajectory from LT-HSC towards cell-lineage specific 
progenitors 3–6. Hematopoietic stem and progenitor cells (HSPCs) forming these trajectories 
are interconnected by transcription factor networks that drive differentiation 7. Despite 
their role in differentiation, it remains unclear how transcription factors protect HSCs from 
exhaustion to preserve bone marrow integrity 8.

The myeloid lineage transcription factor C/EBPα, encoded by Cebpa, has been studied 
extensively to understand its role in myeloid differentiation. The expression of Cebpa in 
myeloid cells is specifically controlled by the +37 kb enhancer (+42 kb in humans) 9,10. 
Genetic knockout of Cebpa 11 or of its +37kb enhancer 9,12 in vivo (both referred to as Cebpa 
null mice) causes neutropenia concomitant with reduced LT-HSC numbers.  These studies 
describe C/EBPα as one of the major myeloid regulators that interconnects HSCs with 
myeloid progenitors. In addition, it has been suggested that C/EBPα has a dual role in LT-
HSCs: maintaining LT-HSC quiescence by repressing the self-renewal 13 and proliferative 14 
gene expression programs, while simultaneously priming early myeloid genes 11. 

One major technical limitation in these studies is the low resolving power of the 
technologies used to study rare cell types such as LT-HSCs. Bulk genome-wide transcriptomics 
measures gene expression signatures at the population level, thereby masking the presence 
of any rare and transient cell state of physiological importance in the bone marrow. This 
limitation has been overcome by high-resolution single cell technologies combined with 
lineage tracing or in vivo barcoding. Emerging findings from studies in native hematopoiesis 
4,15,16 place LT-HSCs as a separate and an occasional contributing entity to myelopoiesis in 
contrast with a continuous HSC to myeloid state, therefore questioning the role of Cebpa as 
a myeloid priming factor in HSCs.  

Here we investigated whether LT-HSC loss in Cebpa null mice is the cause or consequence 
of neutropenia. We hypothesize that either (1) LT-HSCs harboring an active Cebpa locus 
are lost upon enhancer deletion, leading to myeloid trajectory shutdown and ultimately 
neutropenia or, (2) myeloid-biased progenitors expressing Cebpa are lost upon enhancer 
deletion, causing neutropenia, which systematically disturbs and depletes the LT-HSC pool. 
To address this question, we combined previously published single-cell datasets from wild 
type bone marrows with bulk-cell transcriptomics from the +37kb enhancer-deleted mice. 
Furthermore, we transplanted Cebpa enhancer-deleted cells to study the possible systemic 
effects on hematopoiesis of the host. Using these approaches we conclude that LT-HSCs 
do not express detectable levels of Cebpa in unperturbed hematopoiesis and Cebpa null 
induced neutropenia systemically disturbs LT-HSC quiescence, leading to HSC depletion, 
bone marrow hypocellularity and severe dysplasia.
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MATERIALS AND METHODS

RNA sequencing
Total sample RNA was extracted using Trizol with Genelute LPA (Sigma) as a carrier and 
SMARTer Ultra Low RNA kit for Illumina Sequencing (Clontech) was used for cDNA synthesis 
according to the manufacturer’s protocol. cDNA was sheared with the Covaris device and 
processed according to the TruSeq RNA Sample Preparation v2 Guide (Illumina). Amplified 
sample libraries were subjected to paired-end sequencing (2 x 75 bp) and aligned against 
mm10 using TopHat 17. Gene expression levels were quantified by the fragments per kilobase 
of exon per million fragments mapped (FPKM) statistic as calculated by Cufflinks 18 in the 
RefSeq Transcriptome database 19. Read counts were determined with HTSeq-count 20 and 
subsequently used for differential expression analysis in DESeq2 21, with default parameters, 
in the R environment. Multiple testing correction was performed by the Benjamini-Hochberg 
procedure on the calculated p-values to control the False Discovery Rate (FDR).

For gene set enrichment analysis (GSEA), a ranking metric was defined for each gene as 
the log10 of the adjusted p-value calculated by DESeq2 with the sign of the log2 fold change. 
The ranked gene list was tested against a customized version of the C2 MSigDB collection, 
incorporating datasets on HSC quiescence from the literature 3,22–24 (Supplementary Table 1).

Single-cell RNA sequencing
A compendium of previously published mouse bone marrow single-cell RNA-Seq datasets 
(Fluidigm C1 platform) was assembled to evaluate the expression of key progenitor genes 
of interest described 25–27 (available at: http://www.altanalyze.org/ICGS/Public/Mm-Grimes-
Fluidigm-Panorama/User.php). Specifically, wild type in vivo mouse SLAM, LSK, GMP, CMP 
and lineage-negative Sca1+ CD117+ cells from bone marrow were selected, with labels 
derived from the noted prior studies (GSE70245, GSE141472). Data were analyzed with 
RSEM to estimate TPM for all genes as previously described 28. The gene expression data of 
selected genes were visualized in the python package plotly or GraphPad Prism, represented 
as log2 TPM values. 

For the analysis in Figure S1, published single-cell RNA-seq data of HSPCs from the 
bone marrow of 10 female 12-week-old C57BL/6 mice were retrieved 29. Raw counts were 
downloaded from GEO database (GSE81682), with labels derived from the broad gating 
strategy used in the original study (available here: http://blood.stemcells.cam.ac.uk/data/
all_cell_types.txt). Data were imported and processed using the  Seurat R package 30. Cells 
with fewer than 200000 total counts, fewer than 4000 detected genes or more than 10% 
mitochondrial reads were excluded. Expression data were log-normalized and the 5000 
most variable features were selected for dimensionality reduction with UMAP. Cebpa 
expression was projected on the UMAP and compared to the expression of other selected 
genes (Mecom, Hlf) to investigate its association with different cell populations.

Induced cell-autonomous neutropenia systemically perturbs hematopoiesis in Cebpa enhancer-null mice
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Mice and transplantation procedures
The strains of +37kb enhancer-1.2kb and +37kb enhancer-1.15kb deleted mice were 
generated using zygotes derived from C57/BL6 mice by CRISPR/Cas9 editing and maintained 
as previously described 9. The CRISPR/Cas9 single guide RNAs were directed against the 
+37kb enhancer of Cebpa, using the following sequences:
5’ : TGAAGCCTACACTACTTTGT and AGAGGTAGGAACTCCATTCC  
3’ : AGAGCCTCGCTCAAGCCCAT and TTGAGACATCTGGTAACCTT

Recipient mice were exposed to a 5.5 Gy of gamma radiation. Given that the native 
+37kbHOM mouse exhibits 3-5 fold increase in the cKIT+ Lineage negative progenitor fraction 
of the bone marrow, we transplanted one million of WT CD34.2  total bone marrow cells and 
250,000 of HOM CD34.2 cells to compensate for the fold difference. Non-transplanted mice 
were sacrificed for FACS analysis between 4-8 weeks of age. For transplantation experiments, 
bone marrow from 4 weeks old wild type or +37kb enhancer-deleted CD45.2 mice were 
harvested in PBS/5%FCS and injected intravenously in tails of (CD45.1) female mice. All mice 
were sacrificed in a CO2 chamber. Animal studies were approved by the Animal Welfare/
Ethics Committee of the EDC in accordance with legislation in the Netherlands (approval No. 
EMC 2067, 2714, 2892, 3062).

Flow-cytometry and sorting
Flow cytometry was carried out on the LSRII and the FACSCanto II (BD Biosciences). FACS 
AriaIII (BD Biosciences) was used for cell sorting, using the following fluorescent antibodies: 
Markers for mature hematopoietic cells [CD11B APC/GR1-FITC/B220-PE/CD3 PB]; Pan-
hematopoietic marker [CD45.1 PE; CD45.2 APC-CY7]; LIN biotinylated cocktail [CD11B, GR-
1, B220 and CD3] streptavidin-pacific orange; LSK [cKIT-APC/SCA1-PB]; LT-HSCs [CD48-FITC/
CD150-PE-CY7]. Lineage negative selection was carried out using a cocktail of antibodies 
targeting antigens expressed on mature hematopoietic cells including CD11B, GR-1, B220 
and CD3.  All antibodies were purchased from BD Biosciences or Biolegend (Supplementary 
Table 2). The LSK population was gated from Live (DAPI-), CD45+, Lineage-cKIT+ SCA-1+ bone 
marrow cells and the sorted LSK fraction was collected in 500μl PBS with 5% FCS, spun down 
and re-suspended in 800μl of Trizol and used for RNA-seq. 
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RESULTS

Neutropenia results in LT-HSC number reduction in +37kb Cebpa-enhancer-deleted 
mice
To study the causal relationship of neutropenia and loss of LT-HSCs, we investigated the 
allelic dosage effect of Cebpa enhancer deletion on the numbers of neutrophils and LT-
HSCs using Cebpa +37kb enhancer heterozygous (+37kbHET) deleted and +37kb homozygous 
(+37kbHOM) deleted mouse strains 9. The neutrophil (Mac1+Gr1+) frequency and absolute 
numbers in the peripheral blood and bone marrow of the +37kbHET and the +37kbHOM mice 
correlated with their mono-allelic and bi-allelic enhancer deletion, respectively (Figure 
1a-1d). Therefore, 50% enhancer activity reduced the neutrophil output approximately 
by half (median frequency: 44.6%) (Figure 1c), while a full enhancer deletion completely 
abrogated neutrophil production (median frequency 0%). The reduction of neutrophils 
occurring in the +37kbHOM mice was confirmed by hematoxylin and eosin (H&E) staining of 
bone marrow sections (Figure 1e) and by the decreased frequency of S100A8 cells (Figure 
1f). To investigate whether enhancer deletion affects the LT-HSC pool, we studied the LT-
HSC population using the SLAM CD150 and CD48 markers (LT-HSCs: LSK/CD150+CD48-) in 
the +37kbHET and +37kbHOM mice. The LT-HSC pool was not affected in the +37kbHET mice 
despite the 50% enhancer dosage (Figure 1g and 1h). Although there was a near 2-fold 
reduction in LT-HSC numbers, this difference was not statistically significant. In contrast, a 
10-fold reduction of LT-HSC numbers at 100% enhancer dosage reduction was observed in 
the +37kbHOM mice (Figure 1g and 1h). The fact that mono-allelic enhancer deletion does 
not affect LT-HSC numbers, but reduces the neutrophil compartment by half, suggests that 
Cebpa only becomes expressed in neutrophil-primed progenitors and is inactive in LT-HSCs. 
Thus, the quantitative changes in the LT-HSC pool of the +37kbHOM mice could be explained 
by an indirect effect of complete ablation of neutrophils, whereas partial neutropenia in the 
+37kbHET is insufficient to inflict these changes. Alternatively, myeloid progenitors may be 
more sensitive to reduced C/EBPa levels than LT-HSCs, which would only become depleted 
upon biallelic deletion of the +37 kb enhancer. 

Induced cell-autonomous neutropenia systemically perturbs hematopoiesis in Cebpa enhancer-null mice
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Cebpa is predominantly expressed in early myeloid-biased progenitors 
To study Cebpa expression along differentiation from LT-HSCs towards multipotent and 
myeloid progenitors, we utilized single-cell RNA sequencing datasets generated by a 
Fluidigm-based platform. In total, 1,110 bone marrow cells were analyzed (27 libraries, ~50 
cells per library and >2 million reads/cell on average) and assigned to a specific bone marrow 
cell type. The identified cellular states were classified into LT-HSC (SLAM) population, HSPC-
1 and HSPC-2 (both LSK), and multi-lineage progenitors, which constitute a mixture of 
bi-potent and uni-potent restricted myeloid progenitors, as previously described  25–27. To 
investigate at what differentiation stage Cebpa becomes expressed, we first used known 
gene markers associated with HSC quiescence, namely Hlf 3 and Mecom 31, and early 
myeloid differentiation (Elane, Mpo) (Figure 2a). We found a positive correlation between 
Hlf and Mecom, while Cebpa negatively correlated with Hlf/Mecom (Figure 2b). Accordingly, 
Cebpa expression was almost negligible in LT-HSCs (detected in 0.8 % of LT-HSCs), while it 
appeared in a subset of HSPCs expressing early myeloid lineage genes, indicating priming of 
the myeloid lineage at very early stages of differentiation (Figure 2c). The detection limit of 
this technique is 0.25 transcripts per million (TPM), which could possibly exclude cells with 
very low but present levels of Cebpa. However, these results were confirmed in another 
dataset 29 generated by a different single cell sequencing strategy (Figure S1). Altogether, our 
single cell analysis does not support a cell-autonomous role for Cebpa in LT-HSCs. Thus, the 
reduction in LT-HSC numbers observed in the Cebpa null mice seems to occur systemically 
as a consequence of neutropenia.  

Figure 1. Cebpa enhancer deletion causes neutropenia and reduction in LT-HSCs of +37kbHOM bone marrows. (a-
b) Representative flow cytometry plots showing Mac1+Gr1+ myeloid cell populations in peripheral blood (a) and 
bone marrow (b) of +37kbWT (blue), +37kbHET (green) and +37kbHOM (red) mice; (c) Absolute numbers of Mac1+Gr1+ 
cells calculated from total peripheral blood counts of 37kbWT (blue), +37kbHET (green) and +37kbHOM (red) mice; (d) 
Relative numbers of total Mac1+Gr1+ cells calculated from total bone marrow cell count from 1 femur, corrected 
for body weight in grams of each mouse.  (e) Hematoxylin and Eosin (H&E) staining of representative cross sections 
showing bone marrow architecture (left), identifying megakaryocytes [right (arrows)] in +37kbWT and +37kbHOM 
mice. (f) S100A8 Immunohistochemical staining of representative bone marrow cross sections from 37kbWTand 
+37kbHOM mice. (g) Representative flow cytometry plots of LK, LSK, LT-HSC, ST-HSC, MPP3, MPP2 cell populations 
in bone marrow of 37kbWT, +37kbHET and +37kbHOM mice. (h) Absolute numbers of CD150+CD48- LT-HSCs calculated 
from total bone marrow cell counts from 1 femur. All data are represented as mean +/- SD. Statistical significance 
was calculated using a Student’s t-test: N.S. = not significant; pvalue <0.05 (*); pvalue <0.005 (**); pvalue <0.0005 
(***); SD = standard deviation. LK: Lineage-, cKit+; LSK: Lineage- Sca1+ cKit+;  LT-HSC: long-term hematopoietic 
stem cell; ST-HSC: short-term hematopoietic stem cell; MPP: multipotent progenitor; +37kbWT: wild type +37kb 
enhancer; +37kbHET: heterozygous +37kb enhancer deletion; +37kbHOM homozygous +37kb enhancer deletion.

Induced cell-autonomous neutropenia systemically perturbs hematopoiesis in Cebpa enhancer-null mice

2



126

0 5 10
0

5

10

15

Cebpa (log2 TPM)

M
po

 (l
og

2 
TP

M
)

0 5 10
0

5

10

15

Cebpa (log2 TPM)

El
an

e 
(lo

g2
 T

PM
)

0 5 10
0

5

10

15

Cebpa (log2 TPM)

C
d4

8 
(lo

g2
 T

PM
)

0 5 10
0

5

10

15

M
ec

om
 (l

og
2 

TP
M

)

0 5 10
0

5

10

15

H
lf 

(lo
g2

 T
PM

)

Cebpa (log2 TPM) Cebpa (log2 TPM)
0 5 10

0

5

10

15

Mecom (log2 TPM)

H
lf 

(lo
g2

 T
PM

) LT-HSCs

HSPC -2
HSPC -1
Multi-Lin

LT
-H
SC
s

HSPC
-2

HSP
C -1

Multi-
Lin

M
ec

om

0 -

5.5 -

11 -

C
eb

pa

0 -

5 -

10 -

H
lf

0 -

5.5 -

11 -

El
an

e

0 -

8.5 -

17 -

M
po

0 -

8 -

16 -

2a.

2b.

2c.

LT-HSCs

HSPC -2
HSPC -1
Multi-Lin

r = -0.13
p-value = 2.02E-07

r = -0.12
p-value = 2.35E-06

r = 0.48
p-value = 4.40E-96

r = 0.27
p-value = 4.10E-29

r = 0.50
p-value = 3.31E-106

r = 0.52
p-value = 1.25E-112

Figure 2. Single cell RNA sequencing data in wild type bone marrows exclude the presence of Cebpa-expressing 
LT-HSCs. (a) Bar plot of single cell expression of Cebpa in different progenitor populations, alongside genes involved 
in LT-HSC quiescence (Mecom, Hlf) or myeloid differentiation (Elane, Mpo) (b) Scatterplots of single cell gene 
expression showing that Mecom and Cebpa are mutually exclusive, whereas Hlf and Cebpa are occasionally co-
expressed and Mecom frequently co-occurs with Hlf (c) Scatterplots of single cell gene expression showing co-
expression of Cebpa with Cd48 (a marker not found in LT-HSCs) and the myeloid differentiation markers Elane and 
Mpo. All gene expression data are presented as transcripts per million (TPM). Cells are color coded by the 
population they belong to. Pearson correlation coefficients and the related p-values for the pairwise gene 
combinations are depicted in the scatter plots.  
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Transcriptional programs of LT-HSC quiescence and neutrophil lineage-priming are 
deregulated in +37kbHOM HSPCs
The results so far indicate that the enhancer deletion decreased the pool of LT-HSCs 
through a systemic effect in the presence of neutropenia. To study mechanisms linking 
the two observed events, we applied RNA sequencing on sorted HSPCs using LSK markers 
on +37kbWT (n=3) and +37kbHOM (n=3) bone marrow cells. We confirmed that +37kb 
enhancer deletion in HSPCs reduces Cebpa expression relative to wild type controls (Figure 
3a). Differential expression analysis identified dysregulated genes related to neutrophil 
differentiation (S100a9, Camp) and HSC quiescence (Hlf) (Figure 3b, Supplementary Table 
3). Differentially expressed genes in +37kbHOM LSKs were further investigated by gene-set 
enrichment analysis (GSEA) (Supplementary Tables 4-5). Genes associated with neutrophil 
ontogeny were downregulated in +37kbHOM LSK cells (Figure 3c), indicating an early block 
in myeloid differentiation. Interestingly, we found an early myeloid gene set (Cpa3, Mpo, 
Cd48) (Figure 3d) to be upregulated in +37kbHOM HSPCs, suggesting that an early myeloid-
biased population upstream of Cebpa-HSPCs is primed for myelopoiesis. Based on these 
findings we conclude that Cebpa-HSPCs are intermediate progenitors that link early myeloid 
biased HSPCs to myeloid committed progenitors and they represent the cell of origin for the 
induced neutropenia in Cebpa null mice. 

To investigate pathways related to LT-HSC depletion, we retrieved datasets from 
published hematopoietic studies and pooled them with the MSigDB datasets 3,23,32–34. Of 
the most significantly (FDR <0.025) enriched pathways, 6 gene sets were enriched for 
loss of HSC quiescence and exhaustion (Figure 3e). The identified gene sets (Figure 3f; 
Figure S2a-f) included transcription factors related to HSC dormancy (Hlf, Mecom, Tcf15) 
3,31,35, HSC retention factors (Ptpn21, Cxcr4) 36,37, cluster of differentiation (Cd) markers 
for HSC regeneration and engraftment (Cd81, Cd274) 38,39, and the Polycomb chromobox 
proteins for HSC self-renewal regulation (Pbx6, Pbx7) (gene lists in Supplementary Table 1). 
Deregulation of ribosomal genes (Figure 3g) in our dataset is in accordance with loss of HSC 
quiescence. Thus, LT-HSC loss in the presence of neutropenia may result from quiescence 
exit and subsequent exhaustion. Altogether, the transcriptomic analysis of sorted LSK cells 
from +37kbHOM mice suggests that myeloid priming in HSPCs occurs before Cebpa activation 
and that a neutrophil differentiation block in these progenitors potentially leads to HSC 
quiescence exit. 

Induced cell-autonomous neutropenia systemically perturbs hematopoiesis in Cebpa enhancer-null mice
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Figure 3. Transcriptome analysis reveals loss of HSPC quiescence in +37kbHOM mice. (a) Volcano plot showing genes 
differentially expressed in HSPCs of +37kbHOM (n = 3) compared to +37kbWT mice (n = 3). Differentially expressed 
genes are represented as log2 fold change (X-axis) and log10 p-value (Y-axis).  Significantly upregulated genes 
(log2 fold change > 1.5, p-value < 0.05) are shown in red, downregulated genes (log2 fold change < -1.5, p-value 
< 0.05) are shown in blue, and genes without significant differences are shown in grey. (b) Mean and SD of Cebpa 
expression in +37kbWT and +37kbHOM LSKs, expressed as FPKM values. (c) Bar plot showing the top downregulated 
neutrophil-associated genes in +37kbHOM HSPCs compared to +37kbWT HSPCs, presented as log2 fold change. 
(d) GSEA enrichment plot (left) showing upregulation (NES= 2.22; FDR <0.05) of the early myeloid-biased gene 
expression program in +37kbHOM HSPCs. Heatmap (right) showing significant differentially expressed genes of this 
pathway in +37kbHOM vs +37kbWT HSPCs. (e) Bar plot showing downregulation of LT-HSC quiescence-related pathways 
in +37kbHOM vs +37kbWT HSPCs, expressed as -log2 transformation of FDR. (f) GSEA enrichment plot (left) showing 
downregulation (NES = -2.52; FDR < 0.05) of the HSC quiescence pathway from 3 in +37kbHOM vs +37kbWT HSPCs. 
Heatmap (right) of the significant differentially expressed genes in this dataset. (g) GSEA enrichment plot (left) 
showing downregulation (NES = -2.22; FDR <0.05) of the ribosome pathway and heatmap (right) of differentially 
expressed ribosomal Rsp and Rlp genes. (h) Mean and SD of Mycn expression in +37kbWT and +37kbHOM HSPCs, 
expressed as FPKM values. HSPC: hematopoietic stem and progenitor cells; SD: standard deviation; FDR: False 
discovery rate; FPKM: Fragments Per Kilobase of transcript per Million.  The experiment was done in triplicates for 
each condition, +37kbWT (n=3) and +37kbHOM (n=3) and the heatmap values were calculated using Z-scores. 
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Transplantation of +37kbHOM bone marrow into wild type recipients confirms that 
neutropenia is induced by the +37kb enhancer deletion 
Next, we studied the systemic effects of the +37kbHOM bone marrow on normal hematopoiesis 
in recipient mice. A sub-lethal irradiation approach was used to overcome the low survival 
rate caused by the weak chimerism known to occur when transplanting Cebpa null bone 
marrow cells into lethally irradiated recipients 11. We used donor bone marrow cells from two 
different +37kbHOM mouse strains, to ensure that the observed phenotype was not caused by 
an off-target effect. The strains differed in the genomic size of enhancer deletion generated 
by CRISPR, i.e. +37kbHOM deletion of 1.15kb (CD45.2 +37kbHOM-1.15kb deletion) or +37kbHOM 
deletion of 1.2kb (CD45.2 +37kbHOM-1.2kb) (Figure S3a-S3b). Sub-lethally irradiated recipient 
(CD45.1) mice were transplanted with total bone marrow of CD45.2 +37kbWT (N=8), CD45.2 
+37kbHOM-1.15kb (N=7) or CD45.2 +37kbHOM-1.2kb (N=8) mice (Figure 4a). As expected, peripheral 
blood samples withdrawn twelve weeks after transplantation showed a weaker chimerism 
in mice transplanted with +37kbHOM bone marrow compared to those transplanted with wild 
type bone marrow (Figure 4b). For cellular reconstitution, we determined the frequency of 
myeloid cells (Mac1+Gr1+), B-cells (B220+) and T-cells (CD3+) by flow cytometry for mice 
transplanted with +37kbWT or +37kbHOM bone marrow cells (Figure 4c-f, Figure S4a-c). 

Populations from the T-cell, myeloid and B-cell lineages were present in the recipients 
from the three cohorts, indicating that hematopoiesis is functional in the recipient (Figure 
4d upper panel and 4f upper panel). However, +37kbHOM donor cells (Figure 4e lower 
panel and Figure 4f lower panel) lacked myeloid reconstitution as compared to +37kbWT 

(Figure 4c lower panel and Figure 4d lower panel). Therefore, transplanted +37kbHOM bone 
marrow cells in a wild type niche did not recover neutrophil differentiation, confirming 
that neutropenia in +37kbHOM enhancer-deleted mice is cell autonomous. In the +37kbWT 

donor cell compartment, there was a large contribution of B-cells, as previously observed 
in other transplantation experiments 40–42. Of note, the presence of B-cells and T-cells from 
the +37kbHOM donors in both the native and the transplanted mice also argues against a 
strict need for Cebpa in LT-HSCs, since they were able to survive and differentiate into the 
lymphoid lineage.
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before it could be analyzed. (b) Bar chart showing percentage of CD45.1 and CD45.2 cell chimerism in peripheral 
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Transplanted +37kbHOM bone marrow causes dysplasia and hypocellularity in recipient 
mice
Despite the low chimerism, the CD45.2 +37kbHOM bone marrow cells persisted and survived 
for at least 10 months in the CD45.1 recipient, but eventually declined to almost 0% (median 
= 0.89%) on the day the mice were sacrificed (Figure S5a). Therefore, cells from the blood 
and bone marrow samples analysed were mostly derived from the recipient mice. We 
grouped the recipient mice based on their phenotype severity, i.e. +37kbHOM-mild (n=8) or 
+37kbHOM-severe (n=6, namely mice # 2,5,7,9,12 and 17). The +37kbHOM-severe mice represented 
40% of all the transplanted mice that showed physical weakness (squinting eyes, hunched 
posture and social isolation), which had to be sacrificed (Figure S5b). One of the mice 
died before it could be analyzed. Bone marrow hypocellularity and pancytopenia were 
the primary hallmarks of the +37kbHOM-severe group (Figures 5a and S5c). Hypocellular bone 
marrows showed remodeling of blood vessels surrounded by a high degree of immature 
hematopoietic cells characterized by incomplete differentiation (Figure 5b). The +37kbHOM-

mild group showed lower white blood cell (Figure S6a) and platelet counts (Figure S6c) 
compared to wild type controls, whereas hemoglobin levels were comparable to those of 
the +37kbWT group (Figure S6b). Bone marrow cellularity in the +37kbHOM-mild mice varied from 
normocellular to hypocellular. Both the +37kbHOM-severe and the +37kbHOM-mild cohorts showed 
abnormal megakaryocytes with dysplastic features (Figure 5b). These data are in line with 
the dysplastic megakaryocytes found in the native +37kb-enhancer-deleted mice (Figure 
1e, Figure S7), which might possibly explain the abnormal peripheral blood platelet counts 
in the recipient mice (Figure S6c). In conclusion, a significant number of mice transplanted 
with +37kbHOM bone marrow exhibit perturbed hematopoiesis featuring hypocellularity and 
peripheral cytopenia, incomplete differentiation and severe dysplasia.  

Acquired neutropenia leading to LT-HSC loss is recapitulated in mice transplanted 
with +37kbHOM bone marrow 
Next, we sought to study whether the differences between the +37kbHOM-severe and the 
+37kbHOM-mild phenotypes involve maturation defects of myeloid cells or LT-HSCs in the bone 
marrow of recipient mice. The +37kbHOM-severe transplanted mice showed a marked reduction 
in the numbers of recipient (CD45.1) Mac1+Gr1+ cells (Figure 5c), which was confirmed by 
the decrease in S100A8 protein-expressing cells (Figure 5d). In contrast, the +37kbHOM-mild 
mice showed normal neutrophil numbers compared to the wild type controls (Figure 5c). 
The +37kbHOM-severe mice also showed a reduction in the CD45.1 HSPC and LT-HSC numbers 
(Figures 5e and 5f), whereas the LT-HSC numbers in the +37kbHOM-mild mice were comparable 
to those of the +37kbWT group. Thus, the findings in the +37kbHOM-severe support the notion 
that Cebpa null-induced neutropenia triggers LT-HSC loss in a cell non-autonomous manner, 
as observed in 37kbHOM native mice.
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DISCUSSION

C/EBPa is indispensable for myeloid lineage formation and differentiation 13,43. Induced 
genetic defects in the Cebpa locus of mouse models 9,12,44–46 or CEBPA coding mutations 
detected in human acute myeloid leukemia specimens (AML)47,48, are all associated with 
myeloid differentiation abnormalities. The expression of CEBPA is also frequently repressed 
in leukemia by transcriptional or post-transcriptional mechanisms 8. Notably, CEBPA is 
silenced by oncoproteins targeting the +42 kb enhancer (homologous to +37 kb in mouse), 
including RUNX1-RUNX1T1 49 and EVI1 50.  Earlier mouse studies revealed an indispensable 
role for Cebpa in differentiating common myeloid progenitors into granulocyte-monocyte 
progenitors. The profound neutropenia observed in our +37 kb enhancer-deleted model 
confirms the absolute requirement for Cebpa in myelopoiesis. We observed a 3-fold increase 
in Cebpb expression in cKit+ Sca1- Cd34+ myeloid progenitors, but this was insufficient 
to compensate for the loss of Cebpa. Although C/EBPbeta can substitute for C/EBPalpha 
during hematopoiesis when knocked into the Cebpa gene locus 51, it cannot fully replace C/
EBPalpha when expressed from its native locus. 

Several studies hinted towards an intrinsic role for Cebpa in myeloid lineage priming of 
LT-HSCs 11,12. However, the bulk-sequencing methods used in these studies do not meet the 
resolution required to dissect the heterogeneity of the HSPC compartment. Using single 
cell RNA sequencing, we showed that Cebpa is barely detectable in LT-HSCs during steady-
state hematopoiesis. In contrast to previous studies, we found that Cebpa licenses myeloid-
primed HSPCs downstream of LT-HSCs for neutrophil lineage differentiation. This suggests 
that other transcription factors account for the myeloid lineage bias in LT-HSCs52 and activate 
the neutrophil lineage trajectory through binding the Cebpa +37kb enhancer in a subset of 
HSPCs 9,53. Although Fluidigm C1 exhibits better sensitivity 54 and fewer dropout events 55,56 
than droplet-based approaches, it remains possible that LT-HSCs with very low Cebpa levels 
(below the detection threshold of 0.25 TPM) exist. The physiological relevance of such low 
transcript levels, which could be attributable to pervasive transcription, is unknown. It is 
equally possible that the few Cebpa-expressing LT-HSCs identified are the result of technical 
noise or phenotypic misclassification. 

In the enhancer-deleted models, LT-HSC loss was proportional to the degree of neutro-
penia, suggesting a causal relationship between them. Although an alternative explanation 
could be that LT-HSCs are less sensitive to Cebpa levels than myeloid progenitors, the normal 
production of lymphoid cells indicates that LT-HSCs remain viable in the absence of Cebpa. 
This is further supported by the almost complete absence of Cebpa-expressing LT-HSCs in 
healthy bone marrow. Critically, LT-HSCs were also lost in mice transplanted with +37 kbHOM 
bone marrow: 40% of the transplanted mice showed this severe phenotype, while the other 
60% showed signs of myeloid differentiation defects and dysplasia, suggesting they were 
in an early stage of the same pathological process. These effects we can only explain by 
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systemic consequences triggered in the presence of neutropenia. Even in a hybrid model 
in which a few LT-HSCs express Cebpa, the evidence gathered in this study supports the 
hypothesis that the major LT-HSC depletion in Cebpa null mice is an indirect consequence 
of neutropenia. 

To our knowledge, none of previously reported neutropenia mouse models26,57 demon-
strated a depletion of LT-HSCs. A likely explanation is that the differentiation block in these 
other models (such as Sbds 57 and Gfi1 58 mutants) often occurs at a late stage of neutrophil 
differentiation. Niches supporting a late stage of neutrophil differentiation are located 
distant from LT-HSC niches. Given that the differentiation block in Cebpa null bone marrow 
occurs in early progenitors located proximally to LT-HSC niches, the proposed systemic 
effect of neutropenia onto the LT-HSCs might be specific to this model. Fifteen percent of 
patients with congenital neutropenia develop LT-HSC clonal bone marrow conditions such 
as myelodysplasia and AML 59,60, suggesting LT-HSC impairment may also occur in human 
neutropenia. Thus other models of neutropenia are required in order to understand the 
mechanisms that lead to hematopoietic insufficiency in the presence of neutropenia, such as 
Cebpa-+37kb-Enh(f/f);Mx1-Cre mice 12. The advantage of those mice with an inducible +37kb 
enhancer-deletion system is that one could avoid enhancer-deletion during embryogenesis.

Loss of HSC quiescence is one of the hallmarks identified at the transcriptional level 
in the +37kbHOM enhancer-deleted mice. The activation of compensatory mechanisms 
forcing neutrophil differentiation in myeloid biased progenitors is a potential underlying 
cause. For example, increased production of granulocyte colony stimulating factor (G-CSF) 
in the absence of peripheral neutrophils is seen in patients with neutropenia 61,62. G-CSF 
stimulates granulopoiesis through binding to G-CSF receptor-expressing progenitors 63 and 
activates HSCs through attenuation of the Cxcr4-Cxcl12 retention factors expressed on 
HSCs and bone marrow stromal cells, respectively 64,65. Therefore, the neutropenia-GCSF-
HSC activation loop can eventually lead to exhaustion and consumption of the LT-HSC pool. 
Other potential causes that might lead to LT-HSC quiescence exit include metabolic stress 
caused by impaired differentiation 66; emergency myelopoiesis due to infections acquired in 
the absence of neutrophils 67; or the lack of mature neutrophils in the bone marrow niche 
that support HSC quiescence 68. 

Myeloid niches in the bone marrow have been reported to be located spatially distant 
from niches occupied by HSCs 69 or lymphoid progenitor populations 70. In addition, the 
dendritic, neutrophil and monocyte lineages are also distantly located from each other 
and organized in different sinusoid niches. Therefore, it is likely that the neutrophil-primed 
progenitors derived from both donor and recipient share a common environment that is 
potentially disturbed upon transplantation of +37kbHOM bone marrow. The question that 
remains to be answered is how transplanted +37kbHOM myeloid progenitors impair the 
differentiation process of the host. Transcriptome analysis shows that myeloid progenitors 
(cKit+ Sca1- Cd34+) derived from the +37kb enhancer-deleted model are metabolically 
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reprogrammed and exhibit downregulation of the oxidative phosphorylation (OXPHOS) 
pathway (Figure S8a, Supplementary Table 6), as compared to normal myeloid progenitors 
that are dependent on oxidative and mitochondrial metabolism 71. Shutting down OXPHOS 
eventually activates the glycolytic pathway (known as the Warburg effect), under the control 
of nuclear factors such as Mycn 72,73, a critical metabolic regulator involved in cell competition. 
In line with this, we find Mycn expressed at high levels in the +37kbHOM myeloid progenitors 
(Figure S8b). Such metabolic changes impact cell-to-cell communication processes required 
for normal differentiation programs 66, which may partially explain the acquired neutropenia 
in the recipient when transplanted with +37kbHOM bone marrows. 

Our study suggests that prolonged neutropenia induced perturbations in localized myeloid 
niches and further caused systemic bone marrow changes resulting in LT-HSC loss, bone 
marrow hypocellularity and severe dysplasia. Although the underlying mechanisms remain 
unclear, we hypothesize that Cebpa null progenitors acquire metabolic reprogramming 
that impairs differentiation and disturbs HSC quiescence. Functional studies are required 
to investigate the intracellular role of Cebpa in controlling the metabolic pathways related 
to neutrophil differentiation, and further elucidate how Cebpa null progenitors are 
metabolically reprogrammed to inflict systemic changes in the bone marrow. From a clinical 
perspective, this phenomenon may explain how metabolic stress on HSCs might give rise 
to bone marrow clonal disorders in a subset of congenital neutropenia patients. Therefore, 
our study sets a paradigm about the underlying mechanisms involved in the progression of 
neutropenia to clonal bone marrow disorders. 
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Supplementary Figure 1. Single cell RNA sequencing data from a separate cohort confirms that LT-HSCs rarely 
express Cebpa. (a) On the left, UMAP dimensionality reduction of scRNA-seq data from HSPCs annotated by index 
sorting. On the right, Cebpa expression projected on the UMAP. (b) Violin plots showing single cell expression of 
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Supplementary Figure 2. Transcriptome analysis of +37kbHOM LSKs show loss of bone marrow quiescence in 
HSCPs. For selected datasets derived from the literature, the GSEA enrichment plot is shown alongside a heatmap 
depicting the genes in that dataset with significant differential expression. The numbers preceding each cluster 
indicate the ranking in the GSEA, in decreasing order by normalized enrichment score. (a) Cluster #18, enriched in 
HSC and MPP4, from 22. (b) Cluster #20, enriched in HSC and MPP1, from 22. (c) Shared human HSC and acute 
myeloid leukemia stem cell (LSC) gene signature, from 32 (d) Genes upregulated in LT-HSCs from 31 (e) Genes 
upregulated in dormant HSCs compared to active HSCs, 21 (f) Cluster #18, enriched in MPP2 and MPP3, from 22. 
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Supplementary Figure 3. (a) Bar chart showing percentage of CD45.1 and CD45.2 chimerism in peripheral blood, 
twelve weeks after transplantation. (b) (left) Schematic figure showing PCR setup to detect CRISPR targeted regions 
-- two guide RNAs (red) at the borders of the enhancer sequence, flanked by a pair of PCR primers (black triangles 
labelled forward and reverse). (right) PCR on genomic DNA from +37kbWT and +37kbHOM mice.
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Supplementary Figure 4.  Absolute numbers of (a) Mac1+Gr1+ myeloid cells, (b) B220+ B-cells and (c) CD3+ T-cells 
derived from bone marrows of CD45.2 +37kbWT and +37kbHOM (mild and severe) transplanted mice on the day they 
were euthanized. Cell numbers were calculated in a single femur and normalized by body weight (in grams) of each 
mouse analyzed.
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+37kbWT and +37kbHOM mice.
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ABSTRACT

Acute myeloid leukemia (AML) with inv(3)/t(3;3)(q21q26) is a distinct WHO recognized 
entity, characterized by its aggressive course and poor prognosis. In this subtype of AML, 
the translocation of a GATA2 enhancer (3q21) to MECOM (3q26) results in overexpression 
of the MECOM isoform EVI1 and monoallelic expression of GATA2 from the unaffected 
allele. The full-length MECOM transcript, MDS1-EVI1, is not expressed as the result of the 
3q26 rearrangement. Besides the classical inv(3)/t(3;3), a number of other 3q26/MECOM 
rearrangements with poor treatment response have been reported in AML. Here we 
demonstrate, in a group of 33 AML patients with atypical 3q26 rearrangements, MECOM 
involvement with EVI1 overexpression, but no or low MDS1-EVI1 levels. Moreover, the 
3q26 translocations in these AML patients often involve super-enhancers of genes active 
in myeloid development (e.g. CD164, PROM1, CDK6 or MYC). In more than 50% of these 
cases allele specific GATA2 expression was observed, either by copy number loss or by an 
unexplained allelic imbalance. Altogether, atypical 3q26 recapitulate the main leukemic 
mechanism of inv(3)/t(3;3) AML, namely EVI1 overexpression driven by enhancer hijacking, 
absent MDS1-EVI1 expression and potential GATA2 involvement. Therefore, we conclude 
that both atypical 3q26/MECOM and inv(3)/t(3;3) can be classified as a single entity of 3q26-
rearranged AMLs. Routine analyses determining MECOM rearrangements, EVI1 and MDS1-
EVI1 expression are required to recognize 3q-rearranged AML cases.

KEY POINTS

•  EVI1 overexpression, super-enhancer hijacking, lack of MDS1-EVI1 and frequent GATA2 
deficiency define 3q26/MECOM rearranged AML

•  3q26/MECOM rearranged AML is a single entity, including but not limited to inv(3)/t(3;3), 
and requires specialized diagnostic assays
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INTRODUCTION

Risk classification of patients with acute myeloid leukemia (AML) is based on the various 
genetic and epigenetic abnormalities previously identified and determines choice of 
treatment1-5. Understanding the biological consequences of these abnormalities is essential 
to develop new treatments for AML, especially for chemotherapy resistant subtypes. AML 
with inv(3)(q21q26) or t(3;3)(q21;q26)6-9, henceforth referred to as inv(3)/t(3;3), is one of 
such subgroups with very poor response to therapy and a very aggressive course.

Recurrent translocations and inversions in AML most frequently generate oncogenic 
fusion genes10-12. However, in the case of an inv(3) or t(3;3), both rearrangements cause the 
translocation of an enhancer of the GATA2 gene, located at 3q21, to the MECOM locus at 
chromosome 3q2613,14. MECOM encodes the transcript isoforms MDS1-EVI1 and EVI1, which 
can be transcribed from two distinct promoters. In inv(3)/t(3;3) AML, the translocated 
GATA2 enhancer causes overexpression of EVI1, but not of MDS1-EVI1. Translocation of 
the GATA2 oncogenic enhancer in AML with an inv(3)/t(3;3) leads to EVI1 upregulation 
and simultaneously abolishes GATA2 expression from the rearranged allele13,14. Notably, 
germline haploinsufficiency or loss-of-function mutations in GATA2 are the underlying 
causes of a wide spectrum of disorders, including MonoMAC and Emberger syndrome15-18. 
Those patients have a severely increased chance to develop AML compared to healthy 
individuals. Together with the fact that GATA2 encodes a transcription factor essential for 
normal hematopoietic development19, this suggests that loss of one GATA2 allele increases 
the transforming ability of EVI1 in chromosome 3q26-rearranged AMLs. 

In a previous study of newly diagnosed 6515 AML patients, a group of leukemias with 
undefined 3q abnormalities was reported9. Although these patients did not present with 
a classical inv(3)/t(3;3), they also exhibited frequent EVI1 overexpression and a very poor 
survival9. Here we addressed the question whether patients within this group harboring 
rearrangements at 3q26, resemble inv(3)/t(3;3) AML. Our study identifies critical similarities 
in the pathophysiology of both atypical 3q26 and inv(3)/t(3;3) AMLs: myeloid enhancer-
driven EVI1 overexpression, accompanied by low or no MDS1-EVI1 transcription and, 
in approximately 50% of the cases GATA2 deficiency. Given their clinical and biological 
similarities, we conclude that atypical 3q26-rearranged AML and inv(3)/t(3;3) constitute a 
single entity. 
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METHODS

Patient material
Samples of the selected patients presenting with MDS or AML were collected either from 
the Erasmus MC Hematology department biobank (Rotterdam, The Netherlands) or from 
the MLL Munich Leukemia Laboratory biobank (Munich, Germany). Leukemic blast cells 
were purified from bone marrow or blood by standard diagnostic procedures. All patients 
provided written informed consent in accordance with the Declaration of Helsinki.

Cytogenetics: karyotype and FISH
Diagnostic cytogenetics for all samples was performed by each of the institutes mentioned 
above. For this study, samples were selected based on 3q26 rearrangements (other than 
recurrent or classic 3q26 rearrangements) detected by karyotyping or MECOM interphase 
fluorescence in situ hybridization (FISH). FISH and classic metaphase karyotyping were 
performed and reported according to standard protocols based on the International System 
of Human Cytogenetics Nomenclature (ISCN) 201720. MECOM FISH was performed according 
to the manufacturer’s protocol, using the MECOM t(3;3); inv(3)(3q26) triple color probe 
(Cytocell, LPH-036). 

RNA isolation and qPCR 
RNA was isolated using phenol-chloroform extraction followed by DNase digestion or using 
the Qiagen Allprep DNA/RNA kit and protocol (Qiagen, #80204). cDNA synthesis was done 
using the SuperScript II Reverse Transcriptase kit (Invitrogen). Quantitative real-time PCR 
was performed by using primers as described previously13,21 on the 7500 Fast Real-time PCR 
System (Applied Biosystems). Relative levels of gene expression were calculated using the 
ΔΔCt method7,8,22.

SNP-Array
Patient blasts were stored at -80°C in RLT+ buffer (Qiagen) and DNA was isolated using the 
AllPrep DNA/RNA mini kit (Qiagen, #80204). All SNP-arrays were performed at the Erasmus 
MC Department of Clinical Genetics (Rotterdam, The Netherlands) as previously described 
23,24. In summary, per sample, 50-200 ng DNA was used for a single Illumina Global Screening 
Array (GSAMD)(San Diego, CA, USA). The array profiles were analyzed with a 0.15 Mb 
resolution in UCSC (Human Mar. 2006 (NCBI36/hg18) Assembly) by using Genome Studio 
(Illumina) and different versions of Nexus Copy Number Software (BioDiscovery: versions 
5.0 and higher (Hawthorne, CA, USA)). 

Targeted chromosomal region 3q21.1-3q26.2 DNA sequencing (3q-capture)
DNA was isolated as mentioned above. 3q-capture DNA sequencing was performed as we 
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described previously 13. In summary, genomic DNA was fragmented using the Covaris shearing 
device (Covaris), and sample libraries were assembled following the TruSeq DNA Sample 
Preparation Guide (Illumina). After ligation of adapters and an amplification step, target 
sequences of chromosomal regions 3q21.1-q26.2 were captured using custom in-solution 
oligonucleotide baits (Nimblegen SeqCap EZ Choice XL). The design of target sequences 
was based on the human genome assembly hg19: chr3q21.1:126036241-130672290 - 
chr3q26.2:157712147-175694147. Amplified captured sample libraries were paired-end 
sequenced (2x100 bp) on the HiSeq 2500 platform (Illumina) and aligned against the hg19 
reference genome using the Burrows-Wheeler Aligner (BWA)25. Chromosomal breakpoints 
were determined using Breakdancer 26. All chromosomal aberrations found using this 
program were visually confirmed in the Integrated Genome Viewer (IGV)27.

RNA sequencing
Sample libraries were prepped using 500 ng of input RNA according to the KAPA RNA 
HyperPrep Kit with RiboErase (HMR) (Roche) using Unique Dual Index adapters (Integrated 
DNA Technologies, Inc.). Amplified sample libraries were paired-end sequenced (2x100 bp) 
on the Novaseq 6000 platform (Illumina) and aligned against the human genome (hg19) 
using STAR version 2.5.4b. A description of the quantification and differential expression 
analysis is provided in the Supplementary Material.

Exome sequencing
DNA was isolated as described above. The Genomic DNA Clean & Concentrator kit (ZYMO 
Research) was used to remove EDTA from the DNA samples. Sample libraries were prepared 
using 100 ng of input according to the KAPA HyperPlus Kit (Roche) using Unique Dual Index 
adapters (Integrated DNA Technologies, Inc.). Exomes were captured using the SeqCap EZ 
MedExome (Roche Nimblegen) according to SeqCap EZ HyperCap Library v1.0 Guide (Roche) 
with the xGen Universal blockers – TS Mix (Integrated DNA Technologies, Inc.). The amplified 
captured sample libraries were paired-end sequenced (2x100 bp) on the Novaseq 6000 
platform (Illumina) and aligned to the hg19 reference genome using the Burrows-Wheeler 
Aligner (BWA)25. A description of the variant calling and allele expression analysis is provided 
in the Supplementary Material.

Whole-genome sequencing
DNA isolation, whole genome library preparation and sequencing was performed at the 
Munich Leukemia Laboratory (MLL, Munich, Germany). Sequencing was performed on the 
Novaseq 6000 platform (Illumina). The experimental procedures are detailed in a previous 
report by the MLL laboratory28. WGS data were aligned to the hg19 reference genome using 
the Burrows-Wheeler Aligner (BWA)25.

Chapter 3



153

RESULTS

Frequent MECOM rearrangements in atypical 3q26 AML
To study MECOM involvement we performed Fluorescent In Situ Hybridization (MECOM-
FISH, Figure S1A) in 33 AML patient samples whose karyotypes do not harbor a classical 
inv(3)/t(3;3) but had rearrangements at 3q26. These cases were classified as atypical 3q26 
rearranged AML (Table 1, Table S1). A rearranged FISH pattern was found in 25 cases, i.e. a 
part of the MECOM signal was found translocated from chromosome band 3q26 to another 
locus in the genome (Table 1, Figure S1B). SNP-array hybridizations revealed losses or gains 
on 3q26 or and/or partner loci in 7 of these 25 cases (Table 1, Table S1). In 12 of these 25 
MECOM rearranged cases, no copy number gains (CNG) or losses (CNL) were found, which 
is in agreement with the existence of balanced translocations (Table 1). In the remaining 6 
it was unclear whether rearrangements were balanced or not. In 4 of the total cohort of 
33 cases (#HF-13, 14, 15, 16), FISH analysis suggested amplification of the 3q26/MECOM 
locus (Table 1), which was confirmed by SNP-array (Table 1). In 2/33 atypical 3q26 samples 
(#TG-04, TG-06) no clear MECOM rearrangements could be detected. Together, these results 
point to common MECOM involvement in AML with atypical 3q26 rearrangements.

High EVI1 mRNA levels transcribed from one allele in atypical 3q26 AML
Routine diagnostic RT-PCR8 (Table 1) showed EVI1 overexpression in 30 out of 33 atypical 
3q26 cases. RNA sequencing (n=26) revealed that on average, EVI1 transcript levels were 
over 9 fold higher (p=3.00e09) in atypical 3q26 AML than in control non-3q26 AML (Figure 
1A). To discriminate between the two MECOM alleles, we assessed single nucleotide variants 
(SNVs) in RNA-seq and 3q-capture data. We could identify informative heterozygous SNPs in 
the DNA of 15 patients out of 33 patients and demonstrated equal distribution of the two 
EVI1 alleles (Figure 1B, left bar in red and blue). RNA-seq data demonstrated monoallelic 
EVI1 mRNA expression in those 15 leukemia samples (Figure 1B, right bar in red), strongly 
suggesting that EVI1 is only transcribed from the rearranged MECOM allele in atypical 3q26 
AML.

Low MDS1-EVI1 expression is a common feature of atypical 3q26 AML
Although two messenger RNAs can be transcribed from the MECOM locus, i.e. MDS1-EVI1 
(ME) and EVI1 (Figure S1D)29,30, inv(3)/t(3;3) AMLs are EVI1+/ME-. Similarly, in 29 out of 33 
atypical 3q26 AML samples MDS1-EVI1 transcripts were absent or expressed at very low 
levels as reported for inv(3)/t(3;3) leukemias (Table 1 and Figure 1C).
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Figure 1. MECOM rearrangements, EVI1 overexpression and absence of MDS1-EVI1 expression in atypical 3q26 
rearranged AML. (A) Normalized EVI1 expression (counts per million (CPM) from RNA-seq data) determined in 
inv(3)/t(3;3) (N=11), atypical 3q26 (N=26) compared to non-3q26 AML (N=111). (B) Allele specific expression 
analysis using DNA-seq and RNA-seq data. The major allele is the allele of which the most SNPs were measured; the 
minor allele represents the allele that was underrepresented in the measurements. In order to perform this 
analysis, SNPs needed to be present in the sample. In 15/33 cases this analysis could be carried out. * indicates 
significant differential expression between alleles (p<0.05, χ2 test). (C) Relative EVI1 and MDS1-EVI1 expression 
(CPM, RNA-seq) in atypical 3q26 AMLs (N=26). The red crossbar represents the mean and red box the standard 
deviation. (D) Schematic depiction of the breakpoints within the MECOM locus (3q26) determined by 3q-capture. 
The breakpoints could be determined in 23 AML cases. In 6 cases the breakpoint was 3’of EVI1, in 15 cases 5’ of the 
EVI1 promoter but 3’ of the MDS1-EVI1 promoter and in 2 AMLs 5’of the MDS1-EVI1 promoter.



Frequent disruption of MDS1 in atypical 3q26 AML underlies its low expression
In 23 out of 33 cases, we were able to exactly define the breakpoints within the MECOM 
locus (Figure 1D). Breakpoints occurred either upstream (N=17) or downstream (N=6) of the 
EVI1 gene. In 15 out of the 17 cases with an upstream EVI1 rearrangements, the breakpoints 
occurred between the MDS1 and EVI1 promoter (Figure 1D), as was reported in AML with a            
translocation t(3;3)(q21;q26)15. In those AMLs, the MDS1 promoter has been dislocated due 
to the translocation, which avoids transcription of the long-form MDS1-EVI1 (Figure S1D and 
1C). In the 2 other AMLs (#-SO-23, HF-21) with a 5’-EVI1 breakpoint, the rearrangements 
occurred upstream of the MDS1 promoter. Accordingly, one of those patients (#SO-23) 
showed EVI1+/ME+ expression. In the other case (#HF-21), neither EVI1 nor MDS1-EVI1 
was detectable. The 6 cases with breakpoints 3’ of EVI1 showed an EVI1+/ME- expression 
pattern. Why 3q26 rearrangements with downstream breakpoints, as in AML with inv(3), 
show no or low MDS1-EVI1 levels remains unresolved. CNV analysis of the 3q-capture DNA-
seq and the SNP-array hybridizations revealed deletions within the MDS1 region in 6 atypical 
3q26 AML patients: #HF-15, HF-16, HF-20, HF21, TG-05, and SO-11 (Figure 2 and S3A, Table 1 
and S1). Notably, these deletions underlie the loss of MDS1 expression in #HF-16 and HF-21, 
where this cannot be explained by a translocation. EVI1 exons were never deleted in those 
samples, and in fact were amplified in 3 of them (#HF-15, HF-16, TG-05).  Altogether, the 
data strongly support the hypothesis that EVI1 and not MDS1-EVI1 expression is essential in 
transformation of 3q26-rearranged AMLs.

Unique rearrangements between MECOM and myeloid genes in atypical 3q26 AMLs
In 20/33 atypical 3q26 cases, the translocated partner locus of MECOM/3q26 could be 
identified by 3q-capture DNA-seq (Table 1). In two cases (#TG-03 and #SO-45) a cryptic 
inv(3)/t(3;3) GATA2/MECOM rearrangements was found. In 7 other cases, previously 
reported recurrent 3q26 translocations were identified, i.e. t(2;3)(p21;q26) (N=3), t(3;7)
(q26;q21) (N=2), t(3;8)(q26;q24) (N=1) and t(3;6)(q26;q25) (N=1). The genes thought to be 
involved in those translocations are THADA, CDK6, MYC, and ARID1B respectively31-36 (Table 
1). These abnormalities were most probably missed at diagnosis due to the complex genetic 
nature of these cases. In the other 11 atypical 3q26 AMLs, novel and unique MECOM/3q26 
rearranged partner loci were found (Table 1). We hypothesize that regulatory elements 
of these genes were hijacked by EVI1, resulting in loss of expression of the gene at the 
rearranged allele. Combined DNA-seq/RNA-seq SNP analysis applied to these AMLs revealed 
monoallelic or skewed expression of some of these genes in the translocated locus. As an 
example in AML with ins(6;3)(q21;q21q26) (#HF-23, Figure 3A), t(3;4)(q26;p15) (#HF-19, 
Figure 3B) or a t(3;7)(q26;p22) (#SO-20, Figure 3C) skewed expression of CD164, PROM1 
(CD133) or FSCN1/EIF2AK1 were found respectively (Figure 3D). Whether the repressed 
allele was rearranged could not be assessed due to lack of patient material. These genes are 
all expressed in CD34+ cells and myeloid progenitor cells37, and both CD16438-40 and PROM141 
are known to play a prominent role in hematopoiesis. 
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Table 1. Cytogenetic and MECOM associated alterations in atypical 3q26 AML

PT# Karyotype Chr.31,2 FISH EVI13 SNP Chr.34 EVI15 MDS1-EVI15 Breakpoint Gene partner6

SO-03 add(3)(q2?6) Rearranged Chr.3q26 balanced + - breakpoint not found
SO-06 ?der(3)(q2?) Rearranged Chr.3q26 CNL 5’ MECOM + - inv(3;3)(p23q26), complex TGFBR2
SO-11 der(3)add(3)(p1?2)add(3)(q2?6) Rearranged Chr.3q26 CNL 3’ and 5’ MECOM + - t(3;7)(q26;q11.23/q21.12), complex DMTF1
SO-20 add(3)(q26) Rearranged Chr.3q26 balanced + - t(3;7)(q26;p22.2), complex TNRC18/FBXL18
SO-23 add(3)(q2?5) Rearranged Chr.3q26 balanced + + t(3;6)(q26;q25) ARID1B
SO-45 del(3)(q2?3q2?6) Rearranged Chr.3q26 balanced + - t(3;3)(q21;q26)+t(3;16)(q26;q22.1), complex GATA2
SO-47 add(3)(q2?6) Rearranged Chr.3q26 balanced + - t(2;3)(p21;q26) THADA
BB-01 no 3q aberrations Rearranged Chr.3q26 CNL MDS1 + - breakpoint not found
TG-01 t(3;11)(q26;q2?4) Rearranged not done + + t(3;11)(q26;q24) HSPA8-MECOM7

TG-02 t(3;18)(q26;q1?) Rearranged not done + - t(3;18)(q26;q21) MECOM-TCF47

TG-03 no 3q aberrations Rearranged Chr.3q26 balanced + - inv(3)(q21q26) GATA2
TG-04 ins(3;3)(q26;q21q26) unclear Chr.3q26 balanced + + breakpoint not found
TG-05 ?add(3)(q25) Loss Chr.3q26 CNL MDS, CNG EVI1 + - del(3)(q25.3-q26.2) IL12A-AS1
TG-06 add(3)(q26) Normal Chr.3q26 balanced + - breakpoint not found
TG-08 -3[3],del(3)(q2?4)[7] Loss Chr.3q21 CNL GATA2 + + breakpoint not found
TG-10 -3 Rearranged Chr.3q21 CNL GATA2 + - t(3;6)(q26;p22) TDP2/JARID2
HF-01 der(7)t(3;7)(q26;q11.2) Rearranged not done + - t(3;7)(q26;q21) CDK6
HF-02 der(7)t(3;7)(q26;q22) Rearranged not done + - breakpoint not found
HF-03 der(7)t(3;7)(q26;q21) Rearranged not done + - t(3;7)(q26;q21) CDK6
HF-04 der(7)t(3;7)(q26;p11)t(3;7)(q26;q21), -3 Rearranged not done + - breakpoint not found
HF-13 der(3)t(3;14)(q21;q?) Amplified Chr.3q26 CNG, MECOM balanced + - breakpoint not found
HF-14 der(3)(::3p12->3q13::3q26->3q26::) Amplified Chr.3q26 CNG MECOM + - breakpoint not found TRA2B-MECOM7

HF-15 r(3)(p11q26)del(3)(q14q26) Amplified Chr.3q26 CNG EVI1/CNL MDS1, Chr.3q21 
CNL GATA2

+ - inv(3)(q13.33q26.2) GTF2E1/STXBP5L

HF-16 der(2)ins(2;3)(q31;q22q26) Amplified Chr.q26 CNG 5’ and 3’ EVI1/CNL MDS1, 
Chr.3q21 CNL GATA2

+ - breakpoint not found

HF-17 t(5;8)(p13;p21) Rearranged Chr.3q26 balanced + - t(3;8)(q26;q24.1) MYC
HF-18 t(2;3;6)(p15;q26;q26) Rearranged Chr.3q26 balanced + - t(2;3)(p21;q26) +t(3;5)(q26;q34) + t(3;6)

(q26;q27)
THADA

HF-19 t(3;4)(q26;p15) Rearranged Chr.3q26 balanced + - t(3;4)(q26;p15) PROM1, CD38
HF-20 t(3;8)(q26;p23) Rearranged Chr.3q26 CNL MDS1 + - t(3;8)(q26;p23) TNKS/MSRA
HF-21 der(8)t(3;8)(q26;p23) Rearranged Chr.3q26 CNL MDS1, Chr.3q21 CNL GATA2 - - t(3;8)(q26;p24), complex FAM135B
HF-22 der(3)t(2;3)(p14;q26) Rearranged Chr.3q26 balanced + - t(2;3)(p21;q26) THADA
HF-23 ins(6;3)(q21;q21q26) Rearranged Chr.3q26 balanced + - ins(6;3)(q21;q21q26) CD164
HF-24 der(3)del(3)(p12p26)inv(3)(p26q26) Rearranged Chr.3q26 balanced - - breakpoint not found
HF-25 t(3;10)(q26;q21) Rearranged Chr.3q26 balanced - - t(3;10)(q26;q21) ARID5B

1. Cytogenetic aberrations with a specific focus on 3q26. Complete karyotype is provided in Table S1. 2. Patient 
numbers BB-01, TG-03, TG-10 and HF-17 (#) did not show a 3q26 rearrangement by karyotyping, but were identified 
as rearranged by routine MECOM FISH. 3. FISH was carried out as outlined in materials and methods section and 
scored as: normal, loss, amplified or rearranged. In sample TG-04 the FISH results were unclear. 4. CNL: Copy  
Number Loss, CNG: Copy Number Gain. 5. EVI1+ and MDS1-EVI1+ were determined as previously reported.2-4  
6. Partner gene: the gene(s), expressed in CD34+ cells, located in closest vicinity to the breakpoint is indicated.  
7. Fusion transcript.
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Table 1. Cytogenetic and MECOM associated alterations in atypical 3q26 AML

PT# Karyotype Chr.31,2 FISH EVI13 SNP Chr.34 EVI15 MDS1-EVI15 Breakpoint Gene partner6

SO-03 add(3)(q2?6) Rearranged Chr.3q26 balanced + - breakpoint not found
SO-06 ?der(3)(q2?) Rearranged Chr.3q26 CNL 5’ MECOM + - inv(3;3)(p23q26), complex TGFBR2
SO-11 der(3)add(3)(p1?2)add(3)(q2?6) Rearranged Chr.3q26 CNL 3’ and 5’ MECOM + - t(3;7)(q26;q11.23/q21.12), complex DMTF1
SO-20 add(3)(q26) Rearranged Chr.3q26 balanced + - t(3;7)(q26;p22.2), complex TNRC18/FBXL18
SO-23 add(3)(q2?5) Rearranged Chr.3q26 balanced + + t(3;6)(q26;q25) ARID1B
SO-45 del(3)(q2?3q2?6) Rearranged Chr.3q26 balanced + - t(3;3)(q21;q26)+t(3;16)(q26;q22.1), complex GATA2
SO-47 add(3)(q2?6) Rearranged Chr.3q26 balanced + - t(2;3)(p21;q26) THADA
BB-01 no 3q aberrations Rearranged Chr.3q26 CNL MDS1 + - breakpoint not found
TG-01 t(3;11)(q26;q2?4) Rearranged not done + + t(3;11)(q26;q24) HSPA8-MECOM7

TG-02 t(3;18)(q26;q1?) Rearranged not done + - t(3;18)(q26;q21) MECOM-TCF47

TG-03 no 3q aberrations Rearranged Chr.3q26 balanced + - inv(3)(q21q26) GATA2
TG-04 ins(3;3)(q26;q21q26) unclear Chr.3q26 balanced + + breakpoint not found
TG-05 ?add(3)(q25) Loss Chr.3q26 CNL MDS, CNG EVI1 + - del(3)(q25.3-q26.2) IL12A-AS1
TG-06 add(3)(q26) Normal Chr.3q26 balanced + - breakpoint not found
TG-08 -3[3],del(3)(q2?4)[7] Loss Chr.3q21 CNL GATA2 + + breakpoint not found
TG-10 -3 Rearranged Chr.3q21 CNL GATA2 + - t(3;6)(q26;p22) TDP2/JARID2
HF-01 der(7)t(3;7)(q26;q11.2) Rearranged not done + - t(3;7)(q26;q21) CDK6
HF-02 der(7)t(3;7)(q26;q22) Rearranged not done + - breakpoint not found
HF-03 der(7)t(3;7)(q26;q21) Rearranged not done + - t(3;7)(q26;q21) CDK6
HF-04 der(7)t(3;7)(q26;p11)t(3;7)(q26;q21), -3 Rearranged not done + - breakpoint not found
HF-13 der(3)t(3;14)(q21;q?) Amplified Chr.3q26 CNG, MECOM balanced + - breakpoint not found
HF-14 der(3)(::3p12->3q13::3q26->3q26::) Amplified Chr.3q26 CNG MECOM + - breakpoint not found TRA2B-MECOM7

HF-15 r(3)(p11q26)del(3)(q14q26) Amplified Chr.3q26 CNG EVI1/CNL MDS1, Chr.3q21 
CNL GATA2

+ - inv(3)(q13.33q26.2) GTF2E1/STXBP5L

HF-16 der(2)ins(2;3)(q31;q22q26) Amplified Chr.q26 CNG 5’ and 3’ EVI1/CNL MDS1, 
Chr.3q21 CNL GATA2

+ - breakpoint not found

HF-17 t(5;8)(p13;p21) Rearranged Chr.3q26 balanced + - t(3;8)(q26;q24.1) MYC
HF-18 t(2;3;6)(p15;q26;q26) Rearranged Chr.3q26 balanced + - t(2;3)(p21;q26) +t(3;5)(q26;q34) + t(3;6)

(q26;q27)
THADA

HF-19 t(3;4)(q26;p15) Rearranged Chr.3q26 balanced + - t(3;4)(q26;p15) PROM1, CD38
HF-20 t(3;8)(q26;p23) Rearranged Chr.3q26 CNL MDS1 + - t(3;8)(q26;p23) TNKS/MSRA
HF-21 der(8)t(3;8)(q26;p23) Rearranged Chr.3q26 CNL MDS1, Chr.3q21 CNL GATA2 - - t(3;8)(q26;p24), complex FAM135B
HF-22 der(3)t(2;3)(p14;q26) Rearranged Chr.3q26 balanced + - t(2;3)(p21;q26) THADA
HF-23 ins(6;3)(q21;q21q26) Rearranged Chr.3q26 balanced + - ins(6;3)(q21;q21q26) CD164
HF-24 der(3)del(3)(p12p26)inv(3)(p26q26) Rearranged Chr.3q26 balanced - - breakpoint not found
HF-25 t(3;10)(q26;q21) Rearranged Chr.3q26 balanced - - t(3;10)(q26;q21) ARID5B

1. Cytogenetic aberrations with a specific focus on 3q26. Complete karyotype is provided in Table S1. 2. Patient 
numbers BB-01, TG-03, TG-10 and HF-17 (#) did not show a 3q26 rearrangement by karyotyping, but were identified 
as rearranged by routine MECOM FISH. 3. FISH was carried out as outlined in materials and methods section and 
scored as: normal, loss, amplified or rearranged. In sample TG-04 the FISH results were unclear. 4. CNL: Copy  
Number Loss, CNG: Copy Number Gain. 5. EVI1+ and MDS1-EVI1+ were determined as previously reported.2-4  
6. Partner gene: the gene(s), expressed in CD34+ cells, located in closest vicinity to the breakpoint is indicated.  
7. Fusion transcript.
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Figure 2

Figure 2. Copy number changes in the MECOM locus in atypical 3q26 AML. SNP array showing copy number losses 
(CNL) in red and copy number gains (CNG) in blue at chromosome band 3q26. EVI1 and MDS1-EVI1 are marked. 
Only the samples for which copy number changes were found in this locus are illustrated (N=6). 
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MECOM hijacks myeloid-specific enhancers that may activate EVI1 transcription
As chromatin of patient cells were not available, we studied the chromatin state at CD164, 
PROM1 (CD133) and FSCN1/EIF2AK1 in normal bone marrow CD34+ cells as well as in the 
inv(3) myeloid cell line MOLM-137,42. As depicted in Figure 3A, 3B and 3C, binding of p300, 
presence of H3K27ac and lack of H3K4me3, were indicative of active enhancers within the 
regions that were translocated to MECOM in cases #HF-19, #HF-23 and #SO-20 respectively. 
In fact, the size of the H3K27 acetylated regions (>10kb) suggested the presence of a 
“super-enhancers”43 in those loci (Figure 3E). Strong binding of key myeloid transcription 
factors like FLI1, GATA2 and RUNX1 (Figure 3A, 3B and 3C) in CD34+ bone marrow cells37, 
further supports the notion that active myeloid “super-enhancers” translocate to MECOM 
in atypical 3q26 rearrangements to activate EVI1 expression. ChIP-seq analysis of normal 
CD34+ and MOLM1 cells also showed the presence of “super-enhancers” in the regions 
near THADA, MYC and CDK6, that translocate to MECOM in AMLs with translocations t(2;3), 
t(3;8) and (t3;7) respectively (Table 1, Figure 3E, Figure S2A-E). The loss of these enhancers 
in one allele should lead to a reduction in total gene expression, but given that most of 
these translocations are unique to one patient, it is not possible to conduct a statistical 
analysis. Instead, for every gene that putatively loses its enhancer, we compared its average 
expression in the whole cohort to the expression in the individuals with the translocation. 
In line with our hypothesis, all genes except MYC exhibited reduced expression (Figure S3C). 
Together the data point to a mechanism of EVI1 overexpression driven by hijacked myeloid 
“super-enhancers” in atypical 3q26 rearranged AML.
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Figure 3. Rearrangements involving 3q26/EVI1 and newly identified partner loci. (A), (B) and (C) Schematic 
depictions of chromosomal rearrangements of three unique atypical 3q26 patient samples, i.e. ins(6;3)
(q26;q21q26) in patient #HF-23, t(3;4)(q26;p15) in patient #HF-19 and t(3;7)(q26;p22) in patient #SO-20 
respectively. Figures show the loci and genes that have been rearranged and brought into the vicinity of 
MECOM: loci with CD164 and CCDC162P (6q21) in A, PROM1 and CD38 (4p15) in B and FBXL18, ACTB, FSCN1 and 
EIF2AK1 (7p22) in C respectively. ChIP-seq tracks indicative for active enhancer elements, i.e. H3K27ac (yellow), 
H3K4me3 absence (green) and P300 (red), have been obtained from the MOLM-1 myeloid cell line13. Previously 
published ChIP-seq tracks of myeloid transcription factors FLI1, GATA2, RUNX1, LYL1 and ERG using normal 
CD34+ cells are shown37 (blue). Enhancers possibly involved in EVI1 activation are indicated with a red arrow.  
(D) Bar plots showing skewed expression of genes that putatively donated their enhancer. The bar plots show 
the genes with skewed expression, CD164 (#HF-23), PROM1 (#HF-19), FSCN1 and EIF2AK1 (#SO-20). In 2 out of 
3 samples, monoallelic EVI1 expression was found (#HF-23, #HF-19). Allele specific EVI1 expression could not be 
determined in for #SO-20, since no SNPs could be detected. * Indicates significant differential expression between 
alleles (p<0.05, χ2 test). (E) Hockey stick plot showing the classification of these long stretches of H3K27ac (A, B 
and C) found in the partner loci as super-enhancers (based on MOLM-1 H3K27ac ChIP-seq data using the ROSE 
algorithm). 

Atypical 3q26 AMLs exhibit GATA2 deficiency in half of the cases
In inv(3)/t(3;3) AML, the dislocation of the GATA2 enhancer causes loss of expression of 
GATA2 from the rearranged allele13,14. We addressed the question whether GATA2 expression 
was reduced in atypical 3q26 AML without 3q21/GATA2 rearrangements. RNA-seq data 
demonstrated comparable GATA2 expression levels for the atypical 3q26 AMLs as for the 
inv(3)/t(3;3) AMLs (Figure 4A), which was slightly lower than in non-3q26 rearranged AMLs, 
although not statistically significant. Analysis of SNP-array data (performed for 27 atypical 
3q26 AMLs) revealed copy number loss of parts of chromosome 3 including GATA2 and/or 
its enhancer in 5 atypical 3q26 AML patients (#TG-08, TG-10, HF-15, HF-16 and HF-21, Figure 
4C). In 2 of these cases loss of one chromosome 3 was also noted cytogenetically (Table 
1). CNV analysis of the 3q-captured data of all 33 cases was used to verify copy number 
changes detected by SNP-array: 5 cases with GATA2 or GATA2-enhancer loss were identified 
(Table S1) of which two are shown in Figure S3B. In 16 AMLs of our cohort, we could 
discriminate between two GATA2 alleles based on SNP differences, identified by combined 
RNA- and DNA-seq data analysis. In 4 of those 16 cases GATA2 expression was monoallelic or 
significantly skewed to one allele (p<0.05, marked by * in Figure 4B). As methylation of the 
GATA2 promoters could explain allele specific expression, bisulfite-sequencing experiments 
were performed. However, we did not obtain any evidence for GATA2 promoter methylation 
in these patients. Thus, the mechanism by which these cases showed unbalanced allelic 
GATA2 expression remains unclear. Overall, we observed GATA2 loss or skewed expression in 
12 of the 22 (>50%) cases that we could analyze in full. No mutations in GATA2 were found in 
any of the 33 atypical 3q26 AMLs. We conclude that in a subset of atypical 3q26 rearranged 
AML EVI1 overexpression was accompanied by loss or diminished GATA2 transcription from 
one allele, which resembles inv(3)/t(3;3) AML13.
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Figure 4. Copy number loss of GATA2 or imbalanced GATA2 expression in atypical 3q26 AML (A) GATA2 expression 
(CMP, RNA-seq) determined in inv(3)/t(3;3) (N=11), in atypical 3q26 (N=26) and non-3q26 rearranged AML (N=111). 
Differences were not statistically significant (padj<0.05). Red dot represents the mean and the red bar the standard 
deviation. (B) Allele specific analysis using DNA-seq and RNA-seq data showed significant skewed expression of 
GATA2 to one allele in 5 cases. In #HF-20 read depth was too low for a significance call. * indicates significant differ-
ential expression between alleles (p<0.05, χ2 test). (C) SNP array data presented at chromosomal locus 3q21.3 us-
ing, showing CNLs in the GATA2 locus, resulting in loss (red) of the GATA2 gene or its enhancer (located in between 
GATA2 and RPN1). 
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DISCUSSION

Atypical 3q26-rearranged AML represents a group of very poor risk leukemias with 
various undefined 3q26 rearrangements whose role in leukemogenesis is unclear9. 
Using a multipronged approach, we here demonstrate that in atypical 3q26-rearranged 
AML, MECOM is relocated, leading to EVI1 overexpression in the absence of MDS1-EVI1 
transcription. We found potential myeloid super-enhancers to be translocated to MECOM. 
In approximately 50% of the study cohort GATA2 skewed expression or copy number loss 
was found, despite lack of GATA2 involvement in the rearrangement. We conclude that 
atypical 3q26 AML genocopy inv(3)/t(3;3) leukemias13,14 and these two groups should be 
classified and treated as single entity.

In atypical 3q26 AMLs, chromosomal rearrangements bring MECOM into the vicinity of 
regulatory elements of genes active in myeloid cells, such as THADA, CDK6, MYC, ARID1B, 
CD164, PROM1 (CD133) or FSCN1/EIF2AK131-36. We hypothesize that a mechanism of super-
enhancer hijacking causes EVI1 overexpression in variant 3q26-AMLs, as has been reported 
for the -77 kb GATA2 enhancer in inv(3)/t(3;3) leukemias. ChIP-seq data from normal CD34+ 
bone marrow cells and myeloid cell lines revealed that transcription factors (TFs) that bind 
to the GATA2 distal enhancer, including RUNX1, LYL1, SCL, FLI1, ERG, LMO2, and GATA2 
itself37, also interact with the loci translocated in atypical 3q26 AMLs. It will be challenging 
to model these translocations and study EVI1 promoter interaction and regulation by these 
distinct super-enhancers.  As super-enhancers have been reported to be hypersensitive to 
bromodomain-inhibitors44,45, it will be interesting to study responses of the distinct 3q26-
rearranged AMLs to those compounds.

It is well established that EVI1 is an oncogenic driver of AML, but the role of MDS1-EVI1 
in leukemic transformation has not been thoroughly studied. Evi1 was first identified as the 
ecotropic viral insertion site-1 in mouse leukemias, in which Evi1 but not Mds1-Evi1 was 
overexpressed due to retroviral insertions46. Patients with X-linked chronic granulomatous 
disease who received gene therapy to correct GP91 (PHOX) mutations in hematopoietic 
progenitor cells, similarly developed AML due to retroviral insertions driving EVI1 and 
not MDS1-EVI1 overexpression47. Here we demonstrate that in atypical 3q26 AML, as 
reported in AML with inv(3)/t(3;3), overexpression of EVI1 was accompanied by absence 
or low expression of MDS1-EVI1. We hypothesize that the translocated enhancers in 3q26-
rearranged AMLs are able to contact and co-activate the promoter of EVI1, but not the 
promoter of MDS1-EVI1. 

Monoallelic expression of GATA2 is another hallmark of inv(3)/t(3;3), caused by loss of 
the GATA2 enhancer at the rearranged allele. Does monoallelic GATA2 play a role in leukemic 
transformation in inv(3)/t(3;3)? In over 50% of the atypical 3q26 AMLs analyzed, skewed or 
monoallelic expression of GATA2 was evident, due to cryptic GATA2/MECOM translocation, 
deletion of GATA2 or a regulatory element or by currently unknown mechanisms. EVI1 
overexpressing mice develop myeloid leukemias with a shorter latency when they are GATA2 
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heterozygous48. Moreover, individuals with inherited GATA2 mutations or loss of expression 
of one allele have a high chance to develop AML15-19. Altogether, loss of one GATA2 allele 
appears to have an effect on leukemia development. A larger patient cohort is required 
to investigate whether GATA2 monoallelic expression has an impact on prognosis of 3q26-
rearranged AML.

Atypical 3q26 AMLs are difficult to define, as they are cytogenetically complex and 
heterogeneous. This underscores the importance of routine molecular diagnostic assays 
to recognize this subgroup of AML patients. We propose to identify 3q26/MECOM 
rearrangements by using MECOM FISH (Figure S1), which is applied routinely in AML 
diagnostics. Quantitative EVI1 and MDS1-EVI1 mRNA expression analysis can be indicative 
for EVI1 deregulation by enhancer hijacking. Together, this combined analysis can be used 
to classify this subgroup of AML patients.
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SUPPLEMENTARY INFORMATION

SUPPLEMENTARY METHODS

Differential expression analysis
Salmon1 was used  to quantify expression of individual transcripts, which were subsequently 
aggregated to estimate gene-level abundances with tximport2. Human gene annotation 
derived from RefSeq3 was downloaded from UCSC4 (RefGene) as a GTF file. Both gene- and 
transcript-level abundances were normalized to counts per million (CPM) for visualization in 
the figures of this paper. Differential gene expression analysis of count estimates from Salmon 
was performed with DEseq25. As control, in house RNA-seq data of a cohort representative 
of the genetic diversity of AML cases was used (referred to as non-3q26 AML).

Allele-specific expression
To discriminate expression from different alleles, single nucleotide variants (SNVs) were 
first detected at the DNA level, using either whole-genome or exome sequencing data if 
available, or 3q-capture sequencing data otherwise. This step was performed with a custom 
script that integrated variants called by multiple software tools, including HaplotypeCaller 
and MuTecT2 from GATK6, VarScan27 and bcftools8. The combined list of SNVs was subjected 
to stringent filtering to remove low-quality positions, considering the following criteria: a) 
strand bias, b) sequencing depth, c) alignment and base calling score, d) mappability. A 
highly optimized in-house tool (annotateBamStatistics) was then used to compute DNA and 
RNA allele-specific read counts at every SNV position from their respective alignment (BAM) 
files. For every gene, counts from all SNVs were summed to create a 2x2 contingency table 
(variables MAJOR/MINOR and DNA/RNA) and a χ2 test of independence was conducted. 
Finally, skewed expression was determined for genes with False Discovery Rate (FDR) < 0.05 
and RNA minor allele frequency < 0.35. The results were validated by visual examination of 
the DNA-seq and RNA-seq BAM files in IGV9.

Copy number variant (CNV) analysis in 3q-capture data
CNV analysis was performed with CNVkit10 in two steps. First, a pooled reference was 
generated based on all the 3q-capture datasets, which averaged out possible differences 
between them. As suggested by the instructions of the program, 5 kb regions of poor 
mappability were excluded from the analysis. Subsequently, the reference was employed 
to compute log2 copy ratios and infer discrete copy number segments using the default 
settings of CNVkit. Finally, we derived absolute integer copy numbers of these segments 
with the function “cnvkit call”. Regions with a copy number other than 2 in the vicinity of 
GATA2 or MECOM were subjected to further scrutiny in the BAM file of the corresponding 
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sample: depth and variant allele frequency (VAF) were visually checked using IGV to confirm 
the CNV reported by CNVkit. 
ChIP-seq data and analysis
H3K27ac ChIP-seq data from the inv(3) cell line MOLM-1 was previously generated in our 
group and is publicly available11. Briefly, reads were aligned to the human reference genome 
build hg19 with BBMap12 and bigwig files were generated for visualization with bedtools 
genomecov 13 and UCSC bedGraphToBigWig14. Putative super-enhancers were identified on 
the basis of the ranked H3K27ac signal with ROSE15, with 5kb stitching distance and excluding 
peaks in promoter regions. Transcription factor binding profiles (ChIP-seq) in human CD34+ 
cells were retrieved from the BloodChip database16 in bigwig format. These tracks were 
visualized using IGV combined with Molm-1 derived H3K27ac signal to infer the presence of 
myeloid driven putative super-enhancers.

Bisulfite sequencing
To investigate if skewed GATA2 expression was due to methylation of the promoter at one 
allele, bisulfite-sequencing experiments were performed like previously described17. Three 
regions in the GATA2 locus were incorporated in the experiments. Based on RNA-seq data 
we saw that two main isoforms of GATA2 were expressed in this patient cohort: a long and a 
short transcript, the latter expressed the highest. For both forms, sequences in the promoter 
regions were analyzed. In addition, we sequenced a region upstream of GATA2 marked by 
H3K4me3 in MOLM-1 cell line. Chromosomal coordinates and primers are indicated below.

‘H3K4me3 region’  
Chr.3: 128497666-128497881

Fw: AGCCTCTGCAGCTGGGACAAGGATGT 
Rv: GGGATTAGCTCATCTCCAGGCAGGT

‘Long form GATA2’  
Chr.3: 128492783-128492961

Fw: GAGCCCCAAAGGTAGGGGCCACAGGG
Rv: GCCTGGAGTAGAGCTGGGAGCAGG

‘Short form GATA2’  
Chr.3: 128487826-128488155

Fw: GGGTAGGAGCTGGGGGTAGA
Rv: CACCACTAAGGGACCCTCACCCCAAGG
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SUPPLEMENTARY FIGURES 

3q26 

MECOMGOLIM4 EGFEM1P
 

MYNN LRRC34
 

156 kb 179 kb 561 kb

D3S1614 SHGC-85783
 

D3S1282 D3S4415 D3S3523 

B C

A

D

1

2 3

MDS1 500kb EVI1 60kb

telo centro

1 2 3 1 2 3 54 7 8 9 10 116 12 13 14 15 16

MECOM locus

Figure S1

 
Figure S1. Schematic overview of the MECOM locus and MECOM FISH. (A) Schematic overview of MECOM 
breakapart FISH (Cytocell, figure modified from manufacturer website). (B) Example of MECOM FISH of AML cells 
with an inv(3)(q21q26). Arrow 1 indicates a normal allele with three probes. Separation of the blue probe from the 
green/red probes (arrows 2) recognizes the rearranged allele. (C) Example of a FISH experiment showing MECOM 
amplification (arrow 3). (D) Schematic overview of the MECOM locus, showing the exons of the long form MDS1-
EVI1 and the short form EVI1 (adapted from Odera et al., 201718).
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Figure S2. Super-enhancers translocated to EVI1 in atypical 3q26. Potential super-enhancer regions (based on 
Figure 3G) in translocated loci, indicated by the presence of a large region of H3K27ac (yellow track), P300 (red 
track) and the absence of H3K4me1 (green track) (ChIP-seq data MOLM-1) and strong binding of early myeloid 
transcription factors, FLI1, ERG, GATA2, RUNX1 and LYL1 (blue track, ChIP-seq data CD34+ cells16). In each panel the 
translocated region that is brought in to close proximity of EVI1 and the gene thought to be involved are depicted, 
the dashed red line indicates the chromosomal breakpoint. (A) #SO-23 t(3;6)(q26;q25), ARID1B. (B) #SO-47 and 
#HF-18, t(2;3)(p21;q26), THADA. (C) #HF-17, t(3;8)(q26;q24), MYC. (D) #HF-01, #HF-03, t(3;7)(q26;q11), CDK6. (E) 
#HF-25, t(3;10)(q26;q21), ARID5B.

Atypical 3q26/MECOM rearrangements genocopy inv(3)/t(3;3) in acute myeloid leukemia

3



172

CTRLs  
HF -19  

HF -18  

HF -14  

HF -21  

GATA2  enhancer  

CTRLs  
HF -19  

HF -18  

HF -13  

HF -15  

SO -11  

TG -05  

MDS1 EVI1 

A  

B  

C

FSCN1

EIF2AK1

ARID1B

THADA

CDK6

MYC

PROM1

CD38

ARID5B

0

4 0

60

80

Ex
pr

es
si

on
 (T

PM
)

SampleCohort

2 0

Figure S3

Figure S3. Copy number variants in MECOM/GATA2 locus and decreased expression of genes in translocated 
region. IGV screenshots of 3q-capture tracks of atypical 3q26 cases with clear gains or losses in either the MECOM 
locus (A) or GATA2 locus (B). The first two tracks of each panel show cases with a balanced 3q21 and 3q26 region 
(CTRLs). (A) In #HF-13 and #HF-15 clear gains of EVI1 are observed but not in MDS1. In #SO-11 losses 3’and 5’of EVI1 
are found, but EVI1 remains balanced. #TG-05, losses of the MDS1 exons and the region 3’ of EVI1 are observed. 
Again, exactly EVI1 remains intact. (B) In #HF-14 a loss of the GATA2 gene and the region where the enhancer is 
found is lost. In patient #HF-21 the GATA2 gene itself is balanced, but the enhancer is lost. Data of the cases shown 
here in S3A and S3B verifies what is observed in the SNP-array data, shown in figure 2 and 4C respectively. (C) 
Comparison of expression levels of the genes present in translocated regions. For each gene involved in a 
translocation, the first column shows its average expression in the whole cohort, whereas the second column 
shows its average expression in samples that carry that translocation.
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ABSTRACT

Chromosomal rearrangements are a frequent cause of oncogene deregulation in human 
malignancies. Overexpression of EVI1 is found in a subgroup of acute myeloid leukemia 
(AML) with 3q26 chromosomal rearrangements, which is often therapy resistant. In AMLs 
harboring a t(3;8)(q26;q24), we observed the translocation of a MYC super-enhancer (MYC 
SE) to the EVI1 locus. We generated an in vitro model mimicking a patient-based t(3;8)
(q26;q24) using CRISPR-Cas9 technology and demonstrated hyperactivation of EVI1 by 
the hijacked MYC SE. This MYC SE contains multiple enhancer modules, of which only one 
recruits transcription factors active in early hematopoiesis. This enhancer module is critical 
for EVI1 overexpression as well as enhancer-promoter interaction. Multiple CTCF binding 
regions in the MYC SE facilitate this enhancer-promoter interaction, which also involves a 
CTCF binding site upstream of the EVI1 promoter. We hypothesize that this CTCF site acts as 
an enhancer-docking site in t(3;8) AML. Genomic analyses of other 3q26-rearranged AML 
patient cells point to a common mechanism by which EVI1 uses this docking site to hijack 
enhancers active in early hematopoiesis.

KEY POINTS

• A t(3;8) AML model was generated in vitro using CRISPR-Cas9
• The MYC super-enhancer hyperactivates EVI1 expression in t(3;8) AML
• A single hematopoietic enhancer module is critical for EVI1 expression
• CTCF-binding site upstream of EVI1 hijacks enhancers in 3q26-rearranged AML
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INTRODUCTION

The expression of cell lineage specific genes is highly regulated. Specific enhancer-promoter 
interactions and transcription factor binding to regulatory elements delineate gene 
expression profiles that define cell identity and function 1. Physical interactions between 
enhancers and promoters primarily occur within chromosome segments enclosed by 
chromatin loops known as topologically associated domains (TADs) 2. TADs are separated 
from each other by boundaries typically containing convergent CTCF (CCCTC-binding factor) 
occupied sites 3. According to the loop extrusion model, the cohesin complex catalyzes the 
formation of loops and CTCF dimers act as anchors to these loops 4. CTCF and the cohesin 
complex, but also other factors like Ying Yang 1 (YY1), may also contribute to enhancer-
promoter looping 5-8. However, not all promoters or enhancers within a TAD interact with 
each other. The mechanisms by which promoters interact with certain enhancers and not 
with others are not fully understood 9,10. Transcriptional control of genes driven by particular 
enhancer-promoter combinations depends on the availability of transcription factors and 
their ability to bind specific regulatory elements 8,11.

Chromosomal rearrangements frequently lead to changes in the expression or function 
of genes causing malignant transformation 12. Often breakpoints are found within gene 
bodies, resulting in fusion oncogenes driving tumorigenesis 13. Alternatively, when a 
regulatory element of a certain gene is translocated into the vicinity of another gene, it can 
lead to deregulation of both the donor and the acceptor genes. Well-described examples 
are the inv(3)(q21q26) or t(3;3)(q21;q26) rearrangements in acute myeloid leukemia 
(inv(3)/t(3;3) AML), in which a GATA2 enhancer at 3q21 is hijacked by EVI1 at 3q26, causing 
EVI1 overexpression and GATA2 haploinsufficiency 14,15. AML is a heterogeneous disease, 
with EVI1 positive (EVI1+) inv(3)/t(3;3) patients being identified as a subgroup with a very 
poor response to therapy 16-19. Besides inv(3)/t(3;3), many other EVI1+ AML cases with 
3q26 rearrangements have been reported, including translocations t(2;3)(p21;q26), t(3;7)
(q26;q24), t(3;6)(q26;q11) and t(3;8)(q26;q24) 18,20-27. We hypothesize that in all these 
rearrangements EVI1 overexpression is induced by the repositioning of an enhancer that 
can interact with the EVI1 promoter, as shown for inv(3)/t(3;3) AML 14,15. We performed 
targeted next generation sequencing (NGS) of the long arm of chromosome 3 (3q-seq) in 
translocation t(3;8)(q26;q24) AML harboring an EVI1/MYC rearrangement 22,27. Applying 
CRISPR-Cas9 technology, we generated a human t(3;8) cell line model with an eGFP reporter 
cloned 3’ of EVI1. This unique model was used to investigate how enhancer-promoter 
interactions drive oncogenic EVI1 expression in leukemia. We demonstrate that CTCF in 
combination with transcription factors active in early hematopoiesis is essential in enhancer 
hijacking and oncogene activation. 
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RESULTS

MYC super-enhancer translocation and EVI1 overexpression in t(3;8)(q26;q24) AML
Using 3q-seq, the exact chromosomal breakpoints were determined in 10 AML samples 
with a translocation t(3;8)(q26;q24), hereafter referred to as t(3;8) AML. All breakpoints 
at 3q26.2 occurred upstream of the EVI1 promoter (Figure 1A). At chromosome 8, the 
breakpoints were downstream of the oncogene MYC at 8q24, leaving the gene intact at its 
original location. In all 10 cases a genomic region reported as a MYC super-enhancer (SE) 
had been translocated to EVI1 (Figure 1B). The MYC SE harbors approximately 150 Kb of 
open chromatin enriched with histone mark H3K27 acetylation (H3K27ac) and is located 
1.7 Mb downstream of MYC (Figure 1B). This locus has been reported to be essential for 
transcriptional control of MYC expression in normal hematopoiesis 28. H3K27ac determined 
by ChIP-seq revealed EVI1 promoter activity in t(3;8) AML patient cells, comparable to the 
promoter activity in AML with inv(3)(q21q26). H3K27ac was absent at the EVI1 promoter in 
EVI1 negative (EVI1-) non-3q26 AML (Figure 1A, lower panel). Accordingly, EVI1 expression 
was found to be highly elevated in t(3;8) compared to non-3q26 rearranged AMLs (Figure 
1C). The EVI1 levels in t(3;8) AMLs were comparable to the levels found in AMLs with 
inv(3)/t(3;3). These data support the hypothesis that EVI1 overexpression in t(3;8) AML is 
caused by the translocation of the MYC SE. 

A t(3;8) cell model recapitulates EVI1 overexpression in human AML
To study the transcriptional activation of EVI1 by the MYC SE, we generated a human 
myeloid cell model with a translocation t(3;8)(q26;q24). We introduced eGFP in frame with 
a T2A self-cleavage site downstream of EVI1 in K562 cells (Figure 2A). Successful integration 
of the insert is shown for two clones by flow cytometry and PCR (Figure 2B, Supplementary 
Fig. 1A-C). Decreased eGFP levels were observed in the K562 EVI1-eGFP model after shRNA 
directed EVI1 knockdown (Figure 2C-D and Supplementary Fig. 1D-G). Next, sgRNAs for 
CRISPR-Cas9 editing were designed based on the genomic breakpoints of one of the t(3;8) 
AML patients in our cohort (Figure 1A). Double strand DNA breaks were generated at 3q26 
and 8q24 (Figure 2E) using those guides. We hypothesized that the translocated MYC SE can 
activate EVI1 transcription, which consequently leads to increased eGFP levels. As shown 
in Figure 2F, less than 0.1% of the sgRNA-treated K562 EVI1-eGFP cells showed increased 
eGFP levels. After two consecutive rounds of FACS sorting in combination with cell culture 
expansion, we obtained 95% eGFP positive cells of which single clones were isolated by 
single cell sorting (process done similarly for both clones 8 and 24, Figure 2F shows clone 
24). The presence of a t(3;8) was demonstrated for four of these clones by PCR (Clone 24-7, 
Figure 2H) and Sanger sequencing (Supplementary Fig. 2A). A combination of three separate 
diagnostic FISH probes for MECOM, MYC and centromere chromosome 8 confirmed the 

The leukemic oncogene EVI1 hijacks a MYC super-enhancer by CTCF-facilitated loops

4



180

successful generation of a translocation t(3;8) in all four clones (Supplementary Fig. 2B-
E). The translocation caused a strong increase of mRNA and protein levels of EVI1 as well 
as of eGFP expression (Figure 2G, J, K). No significant difference in MYC expression was 
observed between the parental K562 EVI1-eGFP and t(3;8) clones (Figure 2I). Upon EVI1 
knockdown by shRNA, eGFP and EVI1 expression were reduced as shown for clone 24-7 and 
8-4 (Figure 2L-M and Supplementary Fig. 2F-G). We conclude that eGFP is a sensitive and 
reliable marker for EVI1 expression in this EVI1-eGFP t(3;8) model, and that the translocated 
MYC SE strongly enhances EVI1 transcription. 
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Figure 1. MYC super-enhancer translocation and EVI1 overexpression in t(3;8)(q26;q24) AML. (a) Upper part, 
schematic depiction of Chr.3, zoomed in on 3q26.2. Black lines correspond to sample specific breakpoints detected 
by 3q-seq for each indicated t(3;8)(q26;q24) patient. Lower part: zoom-in on the EVI1 promoter, H3K27ac ChIP-
seq data for a primary non-3q26 AML sample in red (N=1, AML-185), an inv(3)(q21q26) in blue (N=1, AML-2190) 
and a t(3;8)(q26;q24) in orange (N=1, AML-17). (b) Similar to A, but here in the upper part a schematic depiction 
of Chr.8, zoomed in on 8q24. Lower part: H3K27ac ChIP-seq data as in A, but here a zoom-in on the +1.7 Mb MYC 
super-enhancer. (c) EVI1 expression measured by RNA-seq in counts per million (CPM) for normal CD34+ HSPCs 
(N=9, grey), non-3q26 AMLs (N=114, red), inv(3)/t(3;3)(q21;q26) AMLs (N=11, blue), and t(3;8)(q26;q24) AMLs 
(N=10, orange). The lower and upper edges of the boxplots represent the first and third quartiles, respectively, the 
horizontal line inside the box indicates the median. The whiskers extend to the most extreme values within the 
range comprised between the median and 1.5 times the interquartile range. The circles represent outliers outside 
this range. Statistical significance of the comparisons between these groups was determined by the Wald test in 
the DESeq2 package. Adjusted p-values (padj) following multiple testing correction by the Benjamini–Hochberg 
procedure are displayed.
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Figure 2. A t(3;8) cell model recapitulates EVI1 overexpression in human AML. (a) Schematic overview of EVI1-
T2A-eGFP. (b) Flow cytometry plot presenting eGFP levels in K562-EVI1-eGFP clones. (c) Western blot show EVI1 
levels after shRNA directed EVI1 knockdown (KD), compared to the control and scrambled shRNA in K562 EVI1-
eGFP clone 24. Source data are provided as a Source Data file. (d) Flow cytometry plot presenting eGFP after EVI1 
knockdown (KD), compared to the control and scrambled shRNA in K562 EVI1-eGFP clone 24. (e) Schematic 
overview of the generation of a t(3;8)(q26;q24) in vitro using CRISPR-Cas9 technology, referred to in short as t(3;8). 
(f) Sorting strategy to enrich twice for cells with high EVI1-eGFP expression and select eGFP positive single clones 
with a t(3;8). (g) Flow cytometry plot presenting eGFP levels in t(3;8) K562 clones compared to the parental K562 
EVI1-eGFP clones. Two parental clones (8 and 24), and four t(3;8) clones (8-3, 8-4, 24-7 and 24-12) are shown. (h) 
PCR amplicon covering the 3q26;8q24 breakpoint K562 EVI1-eGFP cells harboring a t(3;8), PCR for all single t(3;8) 
clones are provided in the Source Data file. (i) No significant difference in MYC expression (relative to PBGD 
expression) was observed between the K562 EVI1-eGFP parental clones (8 and 24) and the K562 EVI1-eGFP t(3;8) 
clones (8-3, 8-4, 24-7 and 24-12). Statistical test: ordinary one-way ANOVA (ns = not significant). The error bar 
represents the standard deviation (SD). (j) Significant higher EVI1 expression (relative to PBGD expression) shown 
by qPCR in the t(3;8) (N=4) clones, compared to the parental clones (N=2, P=0.0016) and WT K562 (P=0.0051). 
Statistical test: ordinary one-way ANOVA. The error bar represents the standard deviation (SD). (k) eGFP expression 
relative to PBGD shown by qPCR in the t(3;8) (N=4) clones, compared to the parental clones (N=2, P<0.0001) and 
WT K562 (P<0.0001).  Statistical test: ordinary one-way ANOVA. The error bar represents the standard deviation 
(SD). (l) Western blot shows lower EVI1 levels for EVI1 shRNA directed knockdown (KD), as compared to the control 
and scrambled shRNA in K562 EVI1-eGFP t(3;8) clone 24-7. Source data are provided as a Source Data file. (m) Flow 
cytometry plot presenting eGFP after EVI1 shRNA directed knockdown (KD), as compared to the control and 
scrambled shRNA in K562 EVI1-eGFP t(3;8) clone 24-7.
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Figure 3. EVI1 promoter hyperactivation upon interaction with MYC SE in t(3;8) AML. (a) Chromatin interaction 
shown by 4C-seq data, using the EVI1 promoter as viewpoint (triangle symbol). The upper panel shows H3K27ac 
ChIP-seq data of a t(3;8) primary AML (AML-17). Indicated by H3K27ac signal peaks, on the left the EVI1 promoter 
and on the right the -1.7 Mb MYC super enhancer, separated by a dotted red line. In the first 4C track (blue), 
parental K562 EVI1-eGFP clone 24; in the second, K562 t(3;8) EVI1-eGFP clone 24-7 (also blue); and in the bottom 
track (red), data of a primary t(3;8) AML (AML-17). (b) Similar to A, but using the MYC super enhancer as viewpoint 
(triangle symbol). The long stretch (500 kb) of chromosomal interaction shown for the K562 t(3;8) EVI1-eGFP clone 
24-7 shows high resemblance with the interaction seen for the primary t(3;8) AML (AML-17) (second blue and red 
tracks respectively). (c) H3K4me3 ChIP-seq data for K562 EVI1-eGFP parental lines (blue), the t(3;8) clones 8-3, 8-4, 
24-7, 24-12 (orange) and K562 WT (green). A peak located on the EVI1 transcriptional start site marks the promoter 
region. (d) H3K27ac ChIP-seq data, comparing EVI1 promoter activation of the four t(3;8) clones (orange) to the 
EVI1-eGFP parental lines (blue) or K562 WT (green). (e) H3K9ac ChIP-seq data, confirming the hyperactivation of 
the EVI1 promoter in the t(3;8) clones (orange), compared to the parental lines (blue) or K562 WT (green).
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Figure 4. One critical enhancer module in the MYC SE drives EVI1 transcription. (a) Overview of the MYC super-
enhancer, with previously characterized individual enhancer modules A-I 28 and added module S based on high 
H3K27ac signal at this location in all K562 EVI1-eGFP t(3;8) clones. Underneath, H3K27ac of a primary t(3;8) AML 
(AML-17, orange) and of K562 t(3;8) EVI1-eGFP clone 24-7 (blue). (b) Flow cytometry plots (clone 24-7) shown for 
each indicated enhancer module deletion. In red the control cells (no Cas9), and in blue the cells carrying the 
deletion. On the right of each graph the successful deletion of each element is shown by PCR. Source data are 
provided as a Source Data file. (c) EVI1 expression relative to PBGD by qPCR in eGFP- and eGFP+ sorted cell fractions 
after deletion of enhancer module C. The bars represent only one data point, from the exact experiment as the flow 
cytometry data is shown in panel B. (d) eGFP expression relative to PBGD by qPCR in eGFP- and eGFP+ sorted cell 
fractions after deletion of enhancer module C. The bars represent only one data point, from the exact experiment 
as the flow cytometry data is shown in panel B. (e) EVI1 protein levels by Western blotting in eGFP- and eGFP+ 
sorted fractions after deletion of enhancer module C. Source data are provided as a Source Data file. (f) MYC SE 
element C recruits a set of HSPC-active transcription factors shown by ChIP-seq data of CD34+ cells (purple tracks 
29), H3K27ac of primary t(3;8) AML (AML-17, orange) and of a K562 t(3;8) (clone 24-7, dark blue) to illustrate 
enhancer modules. (g) Chromatin interaction shown by 4C-seq data, using the EVI1 promoter as viewpoint (triangle 
symbol). The EVI1 promoter and the -1.7 Mb MYC SE are shown on the left and right sections respectively, separated 
by a dotted red line. The upper orange panel shows H3K27ac ChIP-seq of a t(3;8) primary AML (AML-17). In blue, 
4C-seq tracks of K562 EVI1-eGFP t(3;8) clone 24-7 cells in which the enhancer module C was deleted. In the upper 
blue track, eGFP+ sorted cells, and in the lower blue track, eGFP- cells. (h) Same as (g), but using the MYC super-
enhancer as a viewpoint (triangle symbol). 
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EVI1 promoter hyperactivation upon interaction with MYC SE in t(3;8) AML 
4C-seq experiments taking the EVI1 promoter (EVI1_PR) as a viewpoint revealed specific 
interaction with the MYC SE in EVI1-eGFP t(3;8) cells, which was not found in the parental 
K562 EVI1-eGFP line (clone 24-7 and clone 24 respectively, Figure 3A). This t(3;8)-specific 
interaction between the EVI1 promoter and MYC SE was confirmed in t(3;8) clone 8-4 
(Supplementary Fig. 3D) and by reciprocal 4C-seq using the MYC SE as a viewpoint 
(clone 24-7, Figure 3B). A comparable EVI1 promoter – MYC SE interaction was found in 
a primary t(3;8) AML sample (Figure 3A-B), confirming that the K562 EVI1-eGFP t(3;8) 
model recapitulates primary AML. ChIP-seq for H3K4 trimethylation (H3K4me3, Figure 3C) 
indicated the presence of an active EVI1 promoter in all K562 clones. However, H3K27 and 
H3K9 acetylation (H3K27ac and H3K9ac) levels were strongly increased at the promoter in all 
four t(3;8) clones, revealing a hyperactivated EVI1 promoter (Figure 3D-E) upon interaction 
with the translocated MYC SE. 

One critical enhancer module in the MYC SE drives EVI1 transcription 
The MYC SE is a cluster of multiple individual enhancer modules that may recruit different 
sets of transcription factors 28. To investigate which of the enhancer modules are driving 
oncogenic EVI1 transcription in t(3;8) AML, we designed sgRNAs to sequentially delete those 
individual modules. H3K27ac ChIP-seq data of a primary t(3;8) AML and of t(3;8) clone 24-7 
were used to illustrate the different enhancer modules A-I described previously 28 (Figure 
4A). The deletion of these modules by CRISPR-Cas9 using specific sgRNA pairs was shown by 
PCR and the effect on EVI1 expression was determined by flow cytometry (Figure 4B). Only 
the deletion of module C caused loss of EVI1/eGFP expression. Due to existence of multiple 
alleles (K562 has trisomy 8) and partial efficiency of CRISPR-Cas9 in creating deletions, the 
translocated allele is exclusively targeted in a subpopulation of cells. As a consequence, 
not all cells lose EVI1 expression and show a GFP shift in the flow cytometry plot. A loss of 
EVI1 mRNA and EVI1 protein levels was observed in the eGFP negative sorted cell fraction 
when module C was deleted (Figure 4C-E and Supplementary Fig. 3A). In a control clone in 
which EVI1-eGFP expression was increased due to the amplification of EVI1 instead of the 
translocation of the MYC SE (Supplementary Fig. 4A-E), the expression of EVI1-eGFP was not 
affected by mutating the MYC SE (Supplementary Fig. 4F). ATAC-seq and H3K27ac ChIP-seq 
in t(3;8) AML patients showed that module C was distinctly accessible and active compared 
to other modules (Supplementary Fig. 3B-C). Furthermore, ChIP-seq data revealed binding 
of early hematopoietic regulators (GATA2, FLI1, ERG, RUNX1, LMO2 and LYL1) to module C in 
CD34+ hematopoietic stem and progenitor cells (HSPCs) 29 (Figure 4F). Similar transcription 
factor binding patterns were found in t(3;8) AML patients and K562 cells, further confirming 
the functional significance of this module in this context (Supplementary Fig. 3C).

4C-seq taking the EVI1 promoter as a viewpoint revealed that the strong interaction with 
the MYC SE was severely diminished in the eGFP negative fraction upon deletion of module 
C (Figure 4G). This loss of chromosomal interaction was also observed taking the MYC SE
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Figure 5. CTCF binding sites in MYC SE are involved in the interaction with the EVI1 promoter. (a) Schematic 
overview of the t(3;8) model, zoom-in on the breakpoint with 3q26 on the left and 8q24 on the right (separated 
by a dotted red line). The EVI1 promoter and the MYC super-enhancer are illustrated by ChIP-seq H3K27ac data of 
primary t(3;8) AML (AML-17) in orange on top. Below in blue, 4C-seq data showing the interaction pattern between 
the EVI1 promoter and the MYC enhancer modules in K562 t(3;8) clone 24-7. The lower 3 tracks show ChIP-seq data 
of CTCF (blue in K562 t(3;8) clone 24-7) and the cohesin subunits RAD21 (purple) and SMC3 (pink), both in K562 
WT and retrieved from ENCODE 63. (b) Flow cytometry plot of K562 EVI1-eGFP t(3;8) clone 8-4 cells after deletion 
of the indicated CTCF binding site (blue graph), and in red the control cells (no Cas9). On the right of the graph the 
deletion is shown by PCR. Source data are provided as a Source Data file. (c) Chromatin interaction at the MYC SE in 
eGFP+ (upper blue track) and eGFP- cells (lower blue track), shown by 4C-seq with the EVI1 promoter as viewpoint, 
after deletion of the MYC SE CTCF2 binding site. The top H3K27ac ChIP-seq track (orange) shows the presence of 
the active EVI1 promoter and the modules of the MYC SE. (d) Chromatin interaction at the MYC SE in eGFP+ (upper 
blue track) and eGFP- cells (lower blue track), shown by 4C-seq with the EVI1 promoter as viewpoint after deletion 
of the EVI1 PR CTCF binding site (indicated by red arrow, corresponding to the CTCF EVI1_PR locus in A). The top 
H3K27ac ChIP-seq track (orange) shows the presence of the active EVI1 promoter and the modules of the MYC SE. 
(e) CTCF ChIP-seq presenting CTCF occupancy in eGFP- cells (clone 8-4, orange) compared to eGFP+ cells (clone 
8-4, blue) at the CTCF binding site upstream of the EVI1 promoter after deletion of this CTCF EVI1_PR site. The top 
H3K27ac ChIP-seq track (orange) shows the presence of the active EVI1 promoter and the modules of the MYC SE. 
(f) The same CTCF ChIP-seq tracks are shown (clone 8-4), but now presenting unchanged CTCF occupancy at the 
CTCF binding site upstream of the MYC promoter.

as a viewpoint (Figure 4H). Deletions of enhancer module D and I affected neither EVI1 
expression nor enhancer-promoter looping (Figure 4B and Supplementary Fig. 3D-E). Our 
data demonstrate that aberrant EVI1 expression in t(3;8) AML depends on a single enhancer 
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module within the MYC SE that recruits a cluster of key hematopoietic transcription factors 
and facilitates promoter-enhancer looping. 

CTCF binding sites in MYC SE are involved in the interaction with the EVI1 promoter
The EVI1 promoter interacts with the MYC SE over a long stretch of chromatin (275 Kb) 
with multiple zones of strong interaction indicative of a highly organized enhancer-promoter 
interaction (Figure 5A). These high interaction zones in the MYC SE were associated with 
enhancer modules, but also with CTCF/Cohesin binding based on ChIP-seq data (Figure 5A). 
Notably, CTCF binding motifs in the MYC SE are arranged in a convergent orientation to that 
of a CTCF binding site upstream of the EVI1 promoter, suggesting the existence of a CTCF-
facilitated enhancer-promoter loop. Using CRISPR-Cas9 technology, we sequentially deleted 
every CTCF binding site in the MYC SE. The deletions and their effect on EVI1 expression 
were shown by PCR and eGFP flow cytometry (Figure 5B). A fraction of cells lost eGFP 
expression upon deletion of each of the CTCF binding sites in the MYC SE. The CTCF site 
closest to module C (CTCF2) was deleted and cells were sorted based on eGFP expression. 
A severe loss of promoter-enhancer interaction was observed in the eGFP negative cells 
(Figure 5C and Supplementary Fig. 5A). This strongly supports a role for CTCF/cohesin in 
the promoter-enhancer complex formation and maintenance, and consequently in EVI1 
regulation in t(3;8) AML.

CTCF binding site upstream of the EVI1 promoter hijacks the MYC SE in t(3;8) AML 
Upstream of the EVI1 promoter a CTCF binding site in the forward orientation (CTCF EVI1_
PR) was found by ChIP-seq and motif analysis (Figure 5A and 6A). Deletion of this CTCF 
binding region caused loss of EVI1 expression as determined by eGFP flow cytometry. 
This loss of eGFP expression was comparable to the loss of expression upon deletion of 
the MYC SE CTCF sites (Figure 5B). Deletion of this CTCF site also caused a severe loss of 
promoter-enhancer looping in eGFP negative cells, as measured by 4C-seq (Figure 5D 
and Supplementary Fig. 5B). ChIP-seq showed that CTCF occupancy upstream of the EVI1 
promoter was indeed reduced upon deletion of this site (Figure 5E). CTCF occupancy at 
other CTCF binding sites, e.g. upstream of the MYC promoter (Figure 5F), was not affected. 
Aiming to specifically target the CTCF binding and not other transcription factor binding 
motifs within this genomic region, more subtle mutations were made close to the CTCF 
binding motif using a single sgRNA (Figure 6A). The mutations introduced by this single 
sgRNA strongly downregulated eGFP/EVI1 expression (Figure 6B). A high mutation frequency 
was obtained in the eGFP negative sorted cells near the CTCF motif (Figure 6C-D). These 
mutations led to a decrease of CTCF binding specifically at this site (Figure 6E-F) and a severe 
loss of enhancer-promoter interaction (Figure 6G) in the eGFP negative sorted cells. Taken 
together, these data demonstrate an important role for the CTCF binding site upstream of 
the EVI1 promoter in the hijacking of the MYC SE and the hyperactivation of EVI1.
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Figure 6. CTCF binding site upstream of the EVI1 promoter hijacks a MYC SE in t(3;8) AML. (a) ChIP-seq data of 
CTCF (blue) and the cohesin subunits RAD21 (purple) and SMC3 (pink) in K562, with a zoom-in on the EVI1 promoter 
binding site. The vertical line indicates the exact cleavage site of the sgRNA and the CTCF motif as described by 
JASPAR 64 below. (b) Flow cytometry overlay plot after targeting the CTCF EVI1_PR binding site by sgRNA (clone 8-4, 
blue graph) and in red the control cells (clone 8-4, no Cas9). On the right of the graph, the mutations introduced by 
the single sgRNA in the amplicon over the cutting site are shown by PCR. Source data are provided as a Source Data 
file. (c) Amplicon-seq data showing the percentage of modified (orange) and unmodified (blue) reads in the eGFP- 
sorted cell fraction after targeting CTCF EVI1_PR. (d) Amplicon-seq data showing the mutations in the nucleotides 
around the Cas9 cleavage site, in the eGFP- sorted cell fraction after targeting CTCF EVI1_PR with sgRNA. The bars 
and numbers indicate percentage of reads found with the particular mutation, below the locations of the sgRNA 
(grey bar) and the CTCF motifs (black lines). (e) CTCF ChIP-seq presenting CTCF occupancy in the eGFP+ (clone 24-7, 
blue), and eGFP- (clone 24-7, orange) fractions after targeting CTCF EVI1_PR with the sgRNA. The top H3K27ac track 
(orange) indicates the presence of an active promoter. (f) The same CTCF ChIP-seq tracks as in (e) are shown, but 
here presenting unchanged CTCF occupancy at the CTCF binding site upstream of the MYC promoter. (g) Chromatin 
interaction at the MYC SE for eGFP+ and eGFP- cells (clone 24-7), shown by 4C-seq with the EVI1 promoter as 
viewpoint after targeting the CTCF motif with the sgRNA.
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CTCF enhancer-docking site upstream of the EVI1 promoter is preserved in all 3q26-
rearranged AMLs

The essential role of the CTCF binding site upstream of the EVI1 promoter in mediating 
the interaction with a hijacked enhancer would predict that this site remains unaffected in 
3q26-rearranged AMLs. Indeed, all breakpoints of t(3;8) AMLs analyzed were found upstream 
of this CTCF site, placing the MYC SE 5’ of EVI1 (Figure 1A and 7A). In t(3;3)(q21;q26) AML 
the GATA2 enhancer similarly translocates 5’ of the EVI1 promoter and of the CTCF binding 
site (Figure 7A) 15. In AML with inv(3)(q21q26) the GATA2 enhancer translocates 3’ of EVI1 
15 (Figure 7A), leaving the enhancer-interacting CTCF site in position with respect to EVI1 as 
well. We collected samples from AML patients with translocations t(2;3)(p21;q26), t(3;7)
(q26;q24) or t(3;6)(q26;q11) and carried out 3q-seq (Figure 7A and Supplementary Fig. 6A). 
Irrespective of whether a translocation had occurred 3’ or 5’ of EVI1, the CTCF binding site 
flanking the EVI1 promoter was never disrupted, suggesting a key role for this binding site 
in this AML subtype. Accordingly, ChIP-seq revealed constitutive binding of CTCF to this 
location across various leukemias, including not only 3q26-rearranged AMLs, but also other 
AMLs and acute lymphoid leukemia (Supplementary Fig. 6B).

Enhancers of the genes GATA2 15 and MYC are respectively responsible for EVI1 activation 
in inv(3)/t(3;3) and t(3;8) AML. Using 3q-seq, we observed that regions near the genes CDK6 
(6q11), ARID1B (7q24) and THADA (2p21) had been translocated to EVI1 in t(3;6), t(3;7) or 
t(2;3) AML, respectively (Figure 7B-C and Supplementary Fig. 6). All these genes are expressed 
in HSPCs 30. Similar to the MYC SE in t(3;8) AML (Figure 4F), we found strong regulatory regions 
close to these, illustrated by H3K27ac and hematopoietic transcription factor binding (Figure 
7B-D, Supplementary Fig. 6A). These commonalities suggest a shared mechanism for EVI1 
activation in all 3q26-rearranged leukemias, whereby an active hematopoietic enhancer is 
hijacked by a CTCF-mediated loop with the EVI1 promoter. To validate this hypothesis, we 
targeted the EVI1 CTCF binding site in MUTZ3-EVI1-eGFP, an inv(3) cell line engineered with 
eGFP as a reporter for EVI1 31. In this model, mutations of the CTCF motif in a fraction of 
cells resulted in loss of eGFP and EVI1 expression (Supplementary Fig. 7A-C), as well as loss 
of CTCF binding (Supplementary Fig. 7D). Altogether, these results confirm the role of this 
CTCF binding site in enhancer hijacking leading to EVI1 overexpression.

Figure 7. CTCF enhancer-docking site upstream of the EVI1 promoter is preserved in 3q26-rearranged AML. 
(a) Schematic depiction of Chr.3 with a zoom-in on the EVI1 locus, indicating the exact breakpoints (detected by 
3q-seq) of 3q26-rearranged AMLs as vertical lines. In the lowest zoom-in panel the EVI1 promoter with a CTCF 
binding site upstream marked respectively by H3K27ac (t(3;8) AML-17, orange) and CTCF (K562 t(3;8) clone 24-7, 
blue) ChIP-seq. (b) Schematic overview of Chr.6 and the locus where the breakpoints (black lines) were found by 
3q-seq in t(3;6)(q26;q25) AML. The black box indicates the area of which the zoom-in is shown below. Zoom-in: 
putative enhancer indicated by H3K27ac (t(3;8) AML-17, orange), CTCF binding (K562 t(3;8) clone 24-7, blue) and 
HSPC active transcription factor recruitment (CD43+ cell 29, purple) at translocation site. The lines below indicate 
the exact breakpoints. The grey bar the minimal translocated region brought into close proximity of EVI1 in that 
specific translocation. (c) Same as (b), but here for t(3;7)(q26;q11) AMLs. (d) Same as (b), but here for inv(3)/t(3;3)
(q21;q26) AMLs. The exact translocated locus was previously shown to be an enhancer of GATA2 15.
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DISCUSSION

In this study we investigated how EVI1 is deregulated in AML with a translocation t(3;8)
(q26;q24). Using an EVI1-eGFP t(3;8) model, we demonstrated that hyperactivation of EVI1 
was driven by a hijacked MYC SE. One enhancer module within this MYC SE, previously 
reported as enhancer module C 28, was particularly essential for EVI1 transcription. Module 
C is reported to be responsible for MYC expression in primary leukemic cells. The high 
accessibility of this module and the binding of a core set of hematopoietic transcription 
factors drive MYC expression in HSPCs 28,29. The other reported modules in the MYC SE, 
which did not affect EVI1 transcription in a t(3;8) setting, may well be responsible for MYC 
transcription in other tissues 28. Module C is the only element within the MYC SE to which 
early hematopoietic regulators bind, including GATA2, FLY1, ERG, RUNX1, LMO2 and LYL1 29.  
Since those factors also bind to other enhancers that recurrently translocate to EVI1 in t(2;3)
(p21;q26), t(3;7)(q26;q24), t(3;6)(q26;q11) or inv(3)/t(3;3)(3q26;3q21) AML, we argue that 
EVI1 expression is driven by a common mechanism. This is in line with our previous published 
data on a variety of atypical 3q26-rearranged AMLs 20. The loci donating their enhancer to 
EVI1 harbor genes that are normally expressed in early HSPCs, e.g. MYC, ARID1B, CDK6, 
THADA or GATA2. Leukemias with high EVI1 levels are chemotherapy-resistant and exhibit 
a unique gene expression signature comparable to that of CD34+ HSPCs 32. This suggests 
that the cell of origin transformed in these leukemias is a very primitive hematopoietic 
progenitor cell. 

The high-resolution 4C-seq data generated using our t(3;8) model revealed interaction 
of the EVI1 promoter with the MYC SE, with multiple interaction zones associated with 
different enhancer modules indicative of a highly organized SE. Accordingly, Huang et al. 
defined the MYC SE as hierarchically organized. A hierarchical SE contains an enhancer 
module, referred to as hub enhancer, which is responsible for structural organization of the 
SE and is distinctly associated with CTCF and cohesin binding 7. Module C was characterized 
as a hub enhancer within the MYC SE in K562 cells 7. Interestingly, the deletion of module C, 
while leaving CTCF binding sites intact, not only affected EVI1 expression but also disrupted 
MYC SE-EVI1 promoter interaction. Furthermore, mutations in the vicinity of the CTCF core 
binding region also resulted in loss of interaction (Figure 6D). Altogether, this suggests 
that transcription factors and co-activators occupying this location play a role in enhancer-
promoter interaction, either independently or in cooperation with CTCF. Analogous to CTCF, 
YY1 contributes to DNA-looping, but preferentially occupies interacting enhancers and 
promoters 8. Although there is no indication that YY1 binds directly to enhancer module 
C, we did find YY1 binding flanking this module (Supplementary Fig. 8). In embryonic stem 
cells (ESC), pluripotency factors e.g. OCT4, NANOG and SOX2 recruit the mediator complex 
and stabilize the cohesin complex in order to facilitate cell type specific non-CTCF mediated 
enhancer-promoter looping 33. In HSPCs a subunit of the mediator complex, MED12, 
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co-localizes with key hematopoietic transcription factors, interacting with additional 
transcriptional co-activators to maintain enhancer activity 34. We hypothesize that in t(3;8) 
and other 3q26-rearranged AMLs, enhancer-promoter interaction is facilitated by CTCF and 
cohesin, which is further stabilized by recruitment of co-factors by hematopoietic regulators 
(see Graphical Abstract). 

All the CTCF binding motifs in the MYC SE are oriented in a ‘reverse’ fashion, allowing a 
CTCF/cohesin complex to be formed with the ‘forward’ CTCF binding site 2.6 kb upstream 
of the EVI1 transcriptional start site (TSS). In all 3q26-rearranged AMLs this upstream CTCF 
binding site was preserved with respect to EVI1. Interestingly, a CTCF binding site upstream 
of the MYC promoter has been reported to function as a docking site for enhancers driving 
MYC expression 6. Our findings point to a very similar mechanism of transcriptional activation 
of EVI1 in 3q26-rearranged AML. CTCF binding at this site proved to be absolutely critical for 
enhancer-promoter interaction and consequently indispensable for enhancer-driven EVI1 
transcription. Accordingly, it has been reported that promoters bound by CTCF, especially in 
enhancer deserts, are often dependent on long-range interactions 35.

Leukemias with 3q26 rearrangements depend on EVI1: interfering with EVI1 causes 
growth inhibition, differentiation and ultimately death of leukemic cells 15,31. Our data 
demonstrate mechanistic similarities between the distinct enhancer-driven EVI1+ leukemias, 
suggesting that a therapy for one subtype may be effective for all these AMLs. The EVI1-
eGFP t(3;8) model is a valuable tool for compound screens to identify inhibitors of EVI1 
transcription that could constitute a promising treatment for these refractory leukemias. 
As enhancer-driven transcription is not limited to leukemia, this model can also be used to 
study (super-) enhancer biology and transcriptional regulation in a broader context.

The leukemic oncogene EVI1 hijacks a MYC super-enhancer by CTCF-facilitated loops

4



METHODS

All the materials and resources used in this study are summarized in Supplementary Table 
1. This study did not generate any unique codes. All software tools used in this study are 
freely or commercially available and listed in Supplementary Table 1. All primer names and 
sequences can be found in Supplementary Data 1, which is an Excel file with multiple tabs 
listing sgRNAs, qPCR primers, amplicon seq primers, PCR primers and 4C primers.

Patient material
AML and T-ALL patient samples were collected either from the Erasmus MC Hematology 
department biobank (Rotterdam, The Netherlands) or from the MLL Munich Leukemia 
Laboratory biobank (Munich, Germany). Leukemic blast cells were purified from bone 
marrow or blood by standard diagnostic procedures. All patients provided written informed 
consent in accordance with the Declaration of Helsinki. The Medical Ethical Committee of 
the Erasmus MC has approved usage of the patient rest material for this study. The karyotype 
(gender) and age of the patients unique (when known) to this manuscript is given in the 
Source data file.

Generation of EVI1 expression cell model
The plasmids to clone T2A-eGFP in frame with EVI1 were designed and described by my 
colleagues as follows 31. The repair template was generated using Gibson Assembly (NEB). 
Both homology arms were PCR amplified from MUTZ3 genomic DNA using Q5 polymerase 
(NEB). The first homology arm consists of a part of the intron and last exon of EVI1 minus 
the STOP, the second homology arm consists of part of the 3’UTR with the PAM sequence of 
sgRNA omitted. The T2A-eGFP was PCR amplified from dCAS9-VP64_2A_GFP. All fragments 
were cloned using the Gibson assembly into the PUC19 backbone. The sgRNA sequence 
AGCCACGTATGACGTTATCA was cloned into pX330-U6-Chimeric_BB-CBh-hSpCas9. Cells were 
nucleofected with pX330 vector containing the sgRNA and Cas9 and the repair template 
using the NEON transfection system (Thermo Fisher Scientific) with buffer R and program 
3 (1350 V, 10 ms, 4 pulses). GFP+ cells were sorted using a FACS AriaIII (BD Biosciences), 
and after two rounds of enrichment for cells expressing eGFP+, these cells were single cell 
sorted and tested for proper integration. Subsequently, clones were named K562 EVI1-
eGFP; multiple clones were obtained, but in this study only clone 8 and 24 were used for 
further experiments.

Generation of a t(3;8)(q24;q26) model
K562 EVI1-eGFP clones (clone 8 and clone 24) were used as parental clones to generate the 
t(3;8)(q24;q26) clones. Based on the breakpoints (Chr.3:168.917.999 - Chr.8:130.487.191) of 
primary AML sample (#HF-80), sgRNAs were designed (using ChopChop V3 36, Supplementary 
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Data 1) and mixed with purified Cas9 (IDT) to make ribonucleoproteins (RNPs). The NEON 
transfection system (Thermo Fisher Scientific) was used to get the RNPs into the K562 EVI1-
eGFP clones.  Three days after transfection the eGFP+ cells were sorted using the FACS 
AriaIII, and this enrichment process was repeated twice before eGFP+ single cells were 
sorted to produce single cell clones. The clones were characterized for the designed specific 
t(3;8)(q24;q26) translocation by PCR (primers in Supplementary Data 1), Sanger-seq, flow 
cytometry and FISH.

Cytogenetics: karyotype and FISH
Diagnostic cytogenetics for all samples was performed by each of the institutes mentioned 
above. For this study, samples were selected based on t(3;8)(q26;q24) rearrangements 
detected by karyotyping and/or MECOM interphase fluorescence in situ hybridization 
(FISH). FISH and classic metaphase karyotyping were performed and reported according to 
standard protocols based on the International System of Human Cytogenetics Nomenclature 
(ISCN) 2017 37. For both patient samples and K562 clones MECOM FISH was performed 
according to the manufacturer’s protocol, using the MECOM t(3;3); inv(3)(3q26) triple color 
probe (blue, green, red, Cytocell, LPH-036). For the characterization of the K562 EVI1-eGFP 
t(3;8) clones the MECOM FISH was combined with: CEP8 (cen.8, blue), IGH (14q32, green), 
C-MYC(8q24, orange) (Vysis, 04N10-020) and C8 (Vysis, SpO, 07J22-008).

Targeted chromosomal region 3q21.1-3q26.2 DNA sequencing (3q-seq)
Genomic DNA was fragmented with the Covaris shearing device (Covaris), and sample 
libraries were constructed with the KAPA Hyper Prep Kit (Roche). After ligation of adapters 
and an amplification step, target sequences of chromosomal regions 3q21.1-q26.2 were 
captured by using custom in-solution oligonucleotide baits (Nimblegen SeqCap EZ Choice 
XL). Amplified captured sample libraries were paired-end sequenced (2x100 bp) on the HiSeq 
2500 platform (Illumina) and aligned against the Human Genome Assembly 19 (hg19) using 
the Burrows-Wheeler aligner38 v0.7.17. All chromosomal aberrations, such as translocations 
and inversions, were determined with BreakDancer v1.1 39. 

RNA isolation, quantitative PCR (qPCR) and RNA sequencing
RNA was isolated using TRIzol (Invitrogen) or the Allprep DNA/RNA mini kit (Qiagen). cDNA 
was synthesized using SuperScript II Reverse transcriptase (Invitrogen). Quantitative real-
time RT-PCR was performed on the 7500 Fast Real time PCR System (Thermo Fisher Scientific) 
with 10 ul Fast Sybr Green Master Mix (Thermo Fisher Scientific), 2 ul of cDNA and  primers 
listed in Supplementary Data 1. Relative levels of gene expression were calculated using 
the ΔΔ Ct method 40. For qPCR data one-way ANOVA (GraphPad PRISM) was performed 
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to indicate level of significant differences between clones or conditions. For qPCR data of 
cells directly after FACS no statistical test could be performed due to the limited number of 
cells (Figure 4 C-D). RNA-seq data from non-3q26 AMLs and CD34+ have been previously 
published in 41 and are accessible at the European Genome-phenome Archive (EGA) under 
accession number EGAS00001004684.

Sample libraries were prepared using 500 ng of input RNA according to the KAPA RNA 
HyperPrep Kit with RiboErase (HMR) (Roche) using Unique Dual Index adapters (Integrated 
DNA Technologies, Inc.). Amplified sample libraries were paired-end sequenced (2x100 bp) 
on the Novaseq 6000 platform (Illumina). Salmon42 v0.13.1 was used to quantify expression 
of individual transcripts, which were subsequently aggregated to estimate gene-level 
abundances with tximport43. Differential gene expression analysis of count estimates from 
Salmon was performed with DEseq244. The results of this analysis were depicted as a boxplot 
using the ggplot2 R package.

Cell lines and culture
K562 cells were cultured in RPMI 1640 + L-glutamine (Hyclone SH30027.LS), 10% fetal calf 
serum (FCS, Gibco) and 50 U/mL penicillin and 50 μg/mL streptomycin (Gibco 15140-163). 
Cells were incubated at 37°C and 5% CO2 and passaged every 3-4 days to 100.000 cells/ml. 
A previously generated MUTZ3 EVI1-eGFP cell line was cultured in αMEM (HyClone) with 
20% fetal calf serum (FCS, Gibco) and 20% conditioned 5637 medium 31. Unique biological 
materials are available upon request by contacting the corresponding author. 

Genome editing 
CRISPR-Cas9 technology was used to make mutations or deletions in the regions described in 
the results section. All primer sequences to generate sgRNAs can be found in Supplementary 
Data 1 and were ordered from IDT. By in vitro transcription sgRNAs were produced as 
described above for the generation of the t(3;8). In short: the constant and specific oligos 
were annealed and filled in 20 min 12°C by T4 polymerase (NEB, M0203S), sgRNAs were 
produced by in vitro transcription using HIScribe T7 High-Yield RNA Synthesis kit (NEB, 
E2050S) 3-4h, 37°C, DNA was eliminated by Turbo DNase (Thermo Fisher Scientific, AM2238), 
15min, 37°C. The sgRNas were concentrated and purified using RNA clean & concentrator 
-25 (Zymo Research, R1017). The concentration of sgRNAs was estimated using Qubit RNA 
BR assay (Invitrogen, Q10210). Ribonucleoproteins (RNPs) were made by mixing purified 
Cas9 protein (IDT, Nucleofection of all K562 clones was done with NEON transfection buffer 
T (Thermo Fisher Scientific) and settings 1350V, 10ms, 4 pulses. Nucleofection of MUTZ3 
EVI1-eGFP cells was done with NEON transfection buffer R (Thermo Fisher Scientific) and 
settings 1500V, 20ms, 1 pulse.  After a minimum of 72 hrs post nucleofection DNA or RNA 
was extracted (DNA Quick extract, Epicenter or Qiagen Allprep DNA/RNA mini, #80204) 
or cells were harvested for further analysis by respectively PCR, qPCR or flow cytometry 
analysis/FACS sorting.
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The targeted CTCF motifs in the EVI1 promoter were identified using the CTCFBSDB 2.0 
database45. CTCF motif orientation at the EVI1 promoter and the MYC SE was retrieved from 
the JASPAR database (release 2020) 46.

Flow cytometry and sorting (FACS)
Flow cytometric analysis or cell sorting was performed using the FACS Canto or the FACS 
Aria flow cytometer (BD Biosciences). Cells were gated on viability and single cells using FSC/
SSC, eGFP intensity levels were measured using the FITC channel. Data were analyzed using 
FACS Diva v9.0 and FlowJo v10.0.

PCR and primers
For all PCRs used to detect translocations, point mutations or deletions; Q5 High-Fidelity 
DNA polymerase was used following the manufactures protocol (NEB, #M0491) and primers 
listed in Supplementary Data 1.  PCR products were purified using a Qiaquick PCR purification 
kit. Purified PCR products were subjected to Sanger sequencing on an Applied Biosystems 
3730 device using a BigDye™ Terminator v1.1 Cycle Sequencing Kit (Thermo Fisher Scientific) 
and primers listed in Supplementary Data 1.

Amplicon sequencing
To check mutations after targeting with CRISPR-Cas9 we performed amplicon sequencing 
using the Illumina PCR-based custom amplicon sequencing method using the TruSeq Custom 
Amplicon index kit (Illumina). The first PCR was performed using Q5 polymerase (NEB), the 
second nested PCR with KAPA HiFi HotStart Ready mix (Roche). Samples were sequenced 
paired-end (2x 250bp) on a MiSeq (Illumina). Reads were trimmed with trimgalore47 v0.4.4 
to remove low-quality bases and adapters, and subsequently aligned to the human reference 
genome build hg19 with BBMap48 v34.92 allowing for 1000 bp indels. Mutations introduced 
by genome editing were analyzed and visualized using CRISPResso249 v2.0.27. 

Western Blotting
Cells were lysed using the NE-PER Nuclear and Cytoplasmic Extraction Kit (Thermo Fisher 
Scientific) following the manufacturer’ protocol and nuclear extract was used for Western 
Blotting of EVI1 (#2265 Cell Signaling, dilution: 1:1000). As loading control an antibody 
against B-Actin (clone AC15, A5441, Sigma, dilution: 1:10.000) was used.  The Odyssey 
infrared imaging system (Li-Cor) was used for visualization of the protein levels.

4C sequencing
Chromosome Conformation Capture Sequencing (4C-seq) sample preparation was 
performed using 10 million cells 50. In short, genomic regions that are spatially proximal in 
the cell nucleus were fixated by formaldehyde-induced crosslinks. The DNA was fragmented 
with DpnII as a primary restriction enzyme, Csp6I as a secondary 4 bp-cutter. To identify and 
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quantify fragments that were ligated to the genomic region of interest, a two-step PCR was 
performed 51. The first PCR step was an inverse PCR with viewpoint-specific primers that are 
listed in Supplementary Data 1. In the second PCR step, universal primers were used that 
contain the Illumina adapters. The amplicons were subjected to next generation sequencing 
on the IIlumina NovaSeq 6000 platform. 

Demultiplexing and clipping of the primer sequences was performed by an in-house 
algorithm. Subsequently, the reads of each viewpoint were aligned against the human 
genome (hg19) with bowtie52 v1.1.1. Reads not mapping to fragments determined by the 
restriction site positions of the chosen primary and secondary restriction enzymes were 
removed by an in-house algorithm. Generated BAM-files were transformed into WIG-files 
with an in-house tool, applying a running mean (window size 21) for signal smoothing of 
peaks. The data were also normalized to reads per million (RPM). In all figures, the tracks 
were displayed on the Integrative Genomics Viewer (IGV)53 v2.8 using “group auto-scale” to 
compare relevant samples.

ChIP sequencing
Chromatin immunoprecipitation sequencing (ChIP-seq) experiments were performed using 
10 to 20 million cells. Cells were cross-linked with 1% formaldehyde.  Chromatin was isolated 
using lysis buffer A (50mM Tris pH8, 10mM EDTA, 1% SDS). In the CTCF ChIP, 0.5% EPIGEN 
BB was added to the lysis buffer A. In the RUNX1 ChIP at least 30 million cells were double 
crosslinked with 2mM disuccinimidyl glutarate followed by 1% formaldehyde. Chromatin of 
double crosslinked cells was isolated using lysisbuffer B (10mM Tris pH7.5, 74mM NaCl, 3mM 
MgCl2, 1mM CaCl2, 4% NP40, 0.32% SDS). The chromatin was sonicated with a Bioruptor 
device (Diagenode) using the following settings: 10 cycles of 30 sec on, 30 sec off.

Immunoprecipitation of cross-linked chromatin was performed with antibodies directed 
against H3K27Ac (Diagenode C15410196, 2.5 ug), H3K9Ac (Diagenode C15410004, 2.5 ug), 
H3K4me3 (Diagenode C15410003, 2.5 ug), RUNX1 (Abcam Ab23980, 5 ug) in IP dilution 
buffer (16.7mM Tris pH8, 1.2 mM EDTA, 167mM NaCl, 1.1% Triton, 0.01% SDS) or CTCF (Cell 
Signalling 2899S,  5 ug) in CTCF IP dilution buffer (20mM Tris, 2mM EDTA, 100mM NaCl, 0.5% 
Triton). Chromatin bound antibody was precipitated with prot G Dynabeads (Thermo Fisher 
Scientific) and washed with low salt buffer (20mM Tris pH8, 2mM EDTA, 1% Triton, 150mM 
NaCl), high salt buffer (20mM Tris pH8, 2mM EDTA, 1% Triton, 500mM NaCl), LiCl buffer 
(10mM Tris, 1mM EDTA, 0.25mM LiCl, 0.5% IGEPAL, 0.5% Sodium-Deoxycholate) and TE 
(10mM Tris pH8, 1mM EDTA). Chromatin was eluted in elutionbuffer A (25mM Tris, 10mM 
EDTA, 0.5% SDS). In the CTCF ChIP and RUNX1 ChIP chromatin was eluted in elution buffer B 
(0.1M Sodiumhydrogencarbonate, 1% SDS).

Crosslinks were reversed overnight at 65°C in the presence of proteinase K (New 
England Biolabs). De-crosslinked material was purified using a QIAGEN PCR Purification 
Kit. The purified DNA was processed according to the Nextflex ChIP Sample Preparation 
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Protocol (Perkin Elmer) or the Microplex library preparation kit V2 (Diagnode C05010013) 
and sequenced on the Illumina NovaSeq6000 platform. ChIP-seq reads were aligned to the 
human reference genome build hg19 with bowtie52 v1.1.1 and bigwig files were generated 
for visualization with the bamCoverage tool from deepTools54 v3.4.3, with the options 
--normalizeUsing RPKM --smoothLength 100 --binSize 20. Peak calling was performed with 
MACS255 v2.2.7.1 using default settings. Publicly available ChIP-seq data were downloaded 
from the Gene Expression Omnibus: RAD21 and SMC3 tracks in K562 cells generated by 
the ENCODE consortium56, MED12 data in K562 published by the Aifantis group57, and 
hematopoietic transcription factors in CD34+ cells generated by the Pimanda group29. In all 
figures displaying ChIP-seq data the y-axis shows normalized RPKM, and “group auto-scale” 
was used on IGV53 v2.8 to compare relevant samples.

ATAC sequencing
Cells were washed using PBS and counted in a Bürker-Türk counting chamber. 50.000-100.000 
cells were pelleted and resuspended in 1 ml ATAC lysing buffer containing : 0.3 M Sucrose, 10 
mM Tris HCL pH 7.5, 60 mM KCl, 15 mM NaCL, 5 mM MgCl, 0.1 mM EGTA, 0.1% NP40, 0.15 
mM Spermine, 0.5 mM Spermidine and 2 mM 6AA. All components were derived from Sigma 
Aldrich. Cells were incubated in lysis buffer for 3 minutes on ice. Cells were pelleted at 500xg 
for 10 minutes at 4oC and supernatant removed. Pelleted cells were resuspended in 50 µl 
transposase mixture containing 25 µl 2x TD buffer, 2.5 µL TD1 transposase, 22.5 µl nuclease 
free water (kit Illumina cat no 20034197). Samples were incubated 30 minutes at 37oC while 
mixing at 500 RPM in a heat block. Samples were immediately purified using the Qiagen 
min elute PCR purification kit following manufacturers protocol. Transposase fragmented 
DNA was eluted in 10 µl elution buffer. All DNA was used in a 4 cycle PCR amplification 
using Nextera i7- and i5-index primers (Illumina). 5 µl of the 4 cycle amplified material was 
used in taqman. ¼ of the maximum signal was determined and cycles were added to the 
remaining 45 µl library to avoid over-amplification of the ATAC library. Amplified libraries 
were purified using Agencourt AMPure XP beads using a 1;1,8 ratio. DNA was eluted using 
30 µl EB buffer. Libraries were quantified using Qubit and PCR NEBnext library quant kit 
for Illumina (NEB). Size distribution was determined by running 1 ng library on a DNA high 
sensitive chip (Agilent / Bioanalyzer). 

ATAC-seq samples were sequenced paired-end 2x50 bp or 2x100 bp on the Hiseq 2500 
and the Novaseq 6000 platforms (both Illumina). They were aligned against the human 
genome (hg19) with bowtie258 v2.3.4.1, allowing for a maximum 2000 bp insert size. 
Mitochondrial reads and fragments with mapping quality below 10 were removed. bigwig 
files were generated for visualization with the bamCoverage tool from deepTools v3.4.3 
54, with the options --normalizeUsing RPKM --smoothLength 100 --binSize 20. In all figures 
displaying ATAC-seq data the y-axis shows normalized RPKM, and “group auto-scale” was 
used on IGV 53 v2.8 to compare relevant samples.
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Comparative analysis of modules in the MYC super-enhancer
Quantification of H3K27ac and ATAC-seq reads was conducted in the different enhancer 
modules within the MYC super-enhancer, as defined in 28. A BED file containing these modules 
was converted into GTF with the UCSC tools bedToGenePred and genePredToGtf59. Read 
counts in enhancer regions were computed with featureCounts60 and differential analysis 
was conducted with the DESeq2 R package44. The results of this analysis were depicted as a 
boxplot using the ggplot2 package in R.

SNP array
DNA was isolated from K562 cells using the AllPrep DNA/RNA mini kit (Qiagen, #80204). 
All SNP arrays were performed at the Erasmus MC Department of Clinical Genetics 
(Rotterdam, The Netherlands) and analyzed as previously described 20,61,62. In short, 200 ng 
of DNA was used as an input for a single array. DNA amplification, tagging and hybridisation 
were performed according to the manufacturer’s protocol. The array slides were scanned 
on an iScan Reader (Illumina). Data analysis was performed using GenomeStudio version 
2.0, KaryoStudio version 1.4 (Illumina, standard settings) and Nexus Copy Number 9.0 
(BioDiscovery, El Segundo, CA, USA).

Statistics and Reproducibility
The EVI1 knockdown experiment shown in Figure 2c and Supplementary Fig. 1d were 
performed in 2 biological replicas; in clone 8 and clone 24. The EVI1 knockdown experiment 
shown in Figure 2l and Supplementary Fig. 2f were performed in 3 biological replicas; in 
clone 8-4 and clone 24-7 and clone 24-12. The PCR over the t(3;8) breakpoint to identify 
single clones that harbored the translocation, shown in Figure 2h, was done on over 20 
single clones/biological replicas. Uncropped PCR gel pictures are provided in the Source Data 
file. The deletions induced in the MYC super-enhancer as shown by PCR in Figure 4b (right 
panel) were performed in 3 biological replicas of which 2 t(3;8) clones: clone 8-4 and 24-7 
and one control clone harboring a 3q/MECOM amplification: clone 24-2 (as characterized in 
Supplementary Fig. 4). The CTCF binding site deletions induced in the MYC SE as shown by 
PCR in Figure 5b (right panel) and the single cut by shRNA#1 were performed as minimum 
with 2 biological replicas in t(3;8) clone 8-4 and the control clone 24-2. However, most 
important experiments like deletion of enhancer module C, the deletion CTCF2 in the MYC 
SE of CTCF near the EVI1 promoter of the single cut in the CTCF site at the EVI1 promoter 
(sgRNA#1) were performed in 3 biological replicas in clone 8-4, 24-7 and control clone 24-2 
and at least twice in the two separate t(3;8) clones. Uncut PCR gel pictures are provided 
in the Source data file. The western blot showing the EVI1 protein levels after sorting in 
Figure 4e was performed in 2 biological replicas. Uncut blot pictures are provided in the 
Source data file. Genotyping of the K562 EVI1-eGFP clones (Supplementary Fig. 1b and 1c) 
was done for 10 single clones. Clones with the correct genotype were selected based on at 
least 3 different PCR methods. Uncut PCR gel pictures are provided in the Source data file. 
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The FISH experiments were done by the Erasmus MC diagnostic lab following their verified 
experimental set up, the FISH experiments as shown in Supplementary Fig. 2c, 2d, 2e and 4d 
were done on 4 separate clones each. All with similar results as shown in the pictures in the 
main manuscript. The PCR on the sorted fractions was performed in 3 biological replicas in 2 
separate t(3;8) clones (1x clone 8-4 and 2x 24-7). Uncut PCR gel pictures are provided in the 
Source data file. In Supplementary Fig. 4 the control clone 24-4 harboring the 3q/MECOM 
amplification is characterized. In total we generated 4 clones (4 biological replicas) like this 
of which two clones are shown (24-1 and 24-2) in Supplementary Fig. 4b. The uncut PCR 
gel picture showing all 4 clones is provided in the Source data file. The deletions induced by 
CRISPR-Cas9 as shown in Supplementary Fig. 4g are done all at least in 2 biological replicas. 
This control clone 24-2 was always taken along in CRISPR-CAs9 experiments as a (negative) 
control for an effect on EVI1/eGFP expression.

DATA AVAILABILITY
The ChIP-seq, 3q-seq, 4C-seq and RNA-seq data derived from human patients are 
available at the European Genome-phenome Archive (EGA), under the accession code 
EGAS00001004808 [https://ega-archive.org/studies/EGAS00001004808]. These data 
are available under restricted access due to data privacy laws, access can be obtained by 
contacting the Data Access Committee and signing a Data Access Agreement.

Data derived from K562 have been uploaded to the ArrayExpress database under the 
following accession codes: E-MTAB-9958 (4C-seq) [https://www.ebi.ac.uk/arrayexpress/
experiments/E-MTAB-9958/], E-MTAB-9965 (ChIP-seq) [https://www.ebi.ac.uk/
arrayexpress/experiments/E-MTAB-9965/], E-MTAB-10785 (ATAC-seq) [https://www.ebi.
ac.uk/arrayexpress/experiments/MTAB-10785/] and E-MTAB-9937 [https://www.ebi.ac.uk/
arrayexpress/experiments/E-MTAB-9965/], (Amplicon-sequencing following CRISPR-Cas9 
treatment).

This study also used publicly available sequencing datasets. The 3q-seq data of the 
inv(3)/t(3;3) cell lines MUTZ3 and MOLM1 were downloaded from ArrayExpress, under 
the accession code E-MTAB-2224 [https://www.ebi.ac.uk/arrayexpress/experiments/E-
MTAB-2224/]. The ChIP-seq data of a heptad of transcription factors in CD34+ cells 
generated by the Pimanda group 29  were downloaded from the Gene Expression Omnibus 
(GEO), under the accession code GSE38865 [https://www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?acc=GSE38865]. The ChIP-seq data of RAD21, SMC3 and YY1 generated by the ENCODE 
consortium 56 were also downloaded from GEO, under the accession code GSE31477 
[https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE31477]. The RNA-seq data of 
HSPCs generated by the Blueprint consortium 30 was accessed via the Blueprint Data Analysis 
Portal [http://blueprint-data.bsc.es/release_2016-08/] 

Source data is provided with this paper. All uncut blots and gel pictures can be found in 
the Excel Source file.
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Supplementary Figure 1. Generation of cell model with eGFP reporter for EVI1 expression. (a) Schematic overview 
of PCR primers located in the eGFP-T2A-EVI1 insert. (b) PCRs of genomic DNA of K562 EVI1-eGFP clones to verify 
correct genotype. Source data are provided as a Source Data file. (c) PCR on cDNA to verify EVI1-eGFP transcript in 
the same clones. Source data are provided as a Source Data file. (d) Western blot showing very low EVI1 protein 
levels in the controls as expected, and absent EVI1 protein levels upon EVI1 knockdown by shRNA. Source data are 
provided as a Source Data file. (e) Flow cytometry plot showing eGFP reduction upon EVI1 knockdown. (f) EVI1 
expression levels relative to PBGD by qPCR upon EVI1 knockdown in two different K562 EVI1-eGFP clones (clones 8 
and 24) and WT K562. Statistical test: one-way ANOVA. The error bar represents the standard deviation (SD). (g) 
eGFP expression levels relative to PBGD by qPCR upon EVI1 knockdown in two different K562 EVI1-eGFP clones 
(clones 8 and 24) and WT K562. Statistical test: one-way ANOVA. The error bar represents the standard deviation 
(SD). (h) Sorting strategy flow cytometry and FACS sort experiments. A control is shown as an example (clone 8-4, 
no CRISPR-Cas9 targeting). Gate selects the viable cells. (i) Similar to h. Gate selects the single cells. (j) Similar to h. 
Gate selects the eGFP negative and eGFP positive cells. (k) Similar to h. Histogram shows eGFP levels in the FITC-A 
channel. (l) Sorting strategy flow cytometry and FACS sort experiments. An experiment targeting the CTCF binding 
site near the EVI1 promoter is shown as an example (clone 8-4 CRISPR-Cas9 targeted with CTCF sgRNA#1). Gate 
selects the viable cells. (m) Similar to l. Gate selects the single cells. (n) Similar to l. Gate selects the eGFP negative 
and eGFP positive cells. These gates were used for FACS sorting experiments. Figures 4c, 4d, 4e, 4g, 4h, 5c-f, 6c-g 
and Supplementary Figures S3a, S5a-c. (o) Similar to l. Histogram shows eGFP levels in the FITC-A channel. (p) An 
overlay of the eGFP levels of the control and CRISPR-Cas9 targeted experiments is shown displaying eGFP levels as 
histograms. This gating and display strategy was used for Figures 2b, 2d, 2g, 2h, 4b, 5b, 6b and Supplementary 
Figures S1e, S2g, S4a, S4g and S7a.
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Supplementary Figure 2. A t(3;8) cell model recapitulates EVI1 overexpression in human AML. (a) Sanger 
sequencing (amplicon covering the breakpoint as shown in Figure 2G), to validate the generation of a t(3;8). 
Nucleotide sequencing data of all four K562 EVI1-eGFP t(3;8) clones is shown. Using the online tool BLAT 1 the 
left part of the sequence maps back to 3q26.2 (pink) and the right part maps to 8q24 (blue). About 100bp were 
deleted on the Chr.8 side of the breakpoint in the generation of the translocation (depicted below in red). (b) 
Schematic overview of diagnostic FISH experiments performed to validate the presence of t(3;8) in the four clones. 
Fluorescent FISH pictures of K562 t(3;8) clone 8-3 are in C-E are shown. (c) Detection of t(3;8) by FISH. MECOM 
was split and the red signal was separated from the blue and green, indicating a translocation of the distal part of 
the q arm of chromosome 3. Scale bar 5 µm. (d) Fluorescent images obtained by FISH to detect t(3;8). Three red 
signals represent the MYC gene on chromosomes 8 (3 copies of Chr.8 in K562), demonstrating that the MYC gene is 
unaffected. The longer tip of the derivate Chr.8 near the MYC signal (arrow) is in line with a (t(3;8)) rearrangement 
at this chromosome. Scale bar 5 µm. (e) Fluorescent images obtained by FISH to detect t(3;8). The three Chr.8s 
can be visualized with the bigger red signal at the centromeres; the red part of the separated MECOM probe is 
located at the q-arm of one of the Chr.8s (arrow). Together the FISH images demonstrate that part of MECOM had 
been translocated to Chr.8, forming a t(3;8)(q26;q24). Scale bar 5 µm. (f) Western blot showing high EVI1 protein 
levels for t(3;8) clone 8-4, and a reduction of EVI1 levels upon EVI1 knockdown (KD) using a shRNA. Source data are 
provided as a Source Data file. (g) Flow cytometry plot showing eGFP reduction upon EVI1 knockdown.
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Supplementary Figure 3. One critical enhancer module in the MYC SE drives EVI1 transcription. (a) PCR showing 
the deletion of enhancer module C present in the bulk cells, eGFP- and eGFP+ fractions, but not in the controls. The 
deletion observed by the smaller PCR band in the eGFP+ fraction can be explained by deletions in the non-
translocated Chr.8 allele not influencing EVI1 expression, and thus not eGFP. Nevertheless, clearly more cells with 
the deletion are found in the eGFP- fraction. Source data are provided as a Source Data file. (b) Boxplots depicting 
the accessibility and activity of the MYC SE modules as measured by ATAC-seq (N=5) and H3K27ac ChIP-seq (N=4) 
in t(3;8) AML patients. The Y axis indicates the Reads Per Kilobase of transcript per Million mapped reads (RPKM) 
for each module. Statistically significant differences were determined by a Kruskal-Wallis test. Both ATAC-seq and 
H3K27ac showed that module C is distinctly active. The lower and upper edges of the boxplots represent the first 
and third quartiles, respectively, the horizontal line inside the box indicates the median. The whiskers extend to the 
most extreme values within the range comprised between the median and 1.5 times the interquartile range. The 
circles represent outliers outside this range. (c) MYC SE module C is active and bound by HSPC-active transcription 
factors in t(3;8) AML (orange tracks), t(3;8) K562 (dark blue), wild type K562 (light blue) and CD34+ cells (red). For 
each of these groups, ATAC-seq, H3K27ac ChIP-seq and transcription factor ChIP-seq are shown. Transcription 
factor ChIP-seq data for CD34+ and wild type K562 cells are publicly available from 2 and  3 respectively. (d) 4C-seq 
data of t(3;8) clone 24-7 (blue tracks) with the EVI1 promoter as viewpoint (black triangle). No interaction changes 
were observed following the deletions of MYC SE modules D or I (Figure 4B). The top H3K27ac ChIP-seq track 
(orange) shows the presence of the active EVI1 promoter and the modules of the MYC SE. (e) 4C-seq data of t(3;8) 
clone 24-7 (blue tracks) with viewpoint in the MYC SE (black triangle) showing the same as D. No interaction 
changes upon deletion of MYC SE modules D or I were observed (Figure 4B).
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Supplementary Figure 4. EVI1 is not regulated by MYC SE in a control model with 3q/MECOM amplification. (a) 
Flow cytometry plot comparing eGFP levels of EVI1-eGFP K562 with 3q/MECOM amplification (EVI1-AMP) clone 
24-2 to WT, parental (EVI1-eGFP) and t(3;8) clone 24-7 K562 cells. (b) Western blot comparing EVI1 protein levels 
of EVI1-AMP clones 24-1 and 24-2 to WT, parental (EVI1-eGFP) and t(3;8) clones 24-7 and 24-12. Source data are 
provided as a Source Data file. (c) MECOM (EVI1) FISH for clone 24-2 illustrating the EVI1 amplification. Scale bar 5 
µm. (d) Overview of Chr.3 SNP array data showing high copy number for the q arm of Chr.3 starting from 3q26.2 in 
clone 24-2. Copy number gains are indicated in blue, whereas copy number losses are indicated in red. (e) SNP 
array data: zoom-in on the 3q26.2 locus of clone 24-2 indicating the breakpoint/start of the amplification (blue 
area). The amplification includes exactly the complete EVI1 (MECOM) locus. We estimated clone 24-2 has 4 copies 
of this part of the 3q arm including EVI1, resulting in elevated EVI1 expression and protein levels. (f) Clone 24-2 was 
used as a control clone with high EVI1 expression but without a t(3;8). All genomic deletions in the MYC SE (Figure 
4A and 5A) made in this study were also successfully performed in clone 24-2 as shown here by PCR. Flow analysis 
showed that none of the deletions produced changes in EVI1 expression in this clone. 
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eGFP. In the eGFP- fraction (lower blue), a loss of interaction with the EVI1 promoter was observed compared to 
the eGFP+ cells (upper blue). The top H3K27ac ChIP-seq track (orange) shows the presence of the active EVI1 
promoter and the modules of the MYC SE. (b) 4C-seq data (t(3;8) clone 24-7), with the MYC SE as viewpoint, of cells 
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Figure 6D.
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ABSTRACT 

In acute myeloid leukemia (AML) with inv(3)(q21;q26) or t(3;3)(q21;q26), a translocated 
GATA2 enhancer drives oncogenic expression of EVI1. We generated an EVI1-GFP AML model 
and applied an unbiased CRISPR/Cas9 enhancer scan to uncover sequence motifs essential 
for EVI1 transcription. Using this approach, we pinpointed a single regulatory element in the 
translocated GATA2 enhancer that is critically required for aberrant EVI1 expression. This 
element contained a DNA binding motif for the transcription factor MYB which specifically 
occupied this site at the translocated allele and was dispensable for GATA2 expression. 
MYB knockout as well as peptidomimetic blockade of CBP/p300-dependent MYB functions 
resulted in downregulation of EVI1 but not of GATA2. Targeting MYB or mutating its DNA-
binding motif within the GATA2 enhancer resulted in myeloid differentiation and cell death, 
suggesting that interference with MYB-driven EVI1 transcription provides a potential entry 
point for therapy of inv(3)/t(3;3) AMLs.

STATEMENT OF SIGNIFICANCE

We show a novel paradigm in which chromosomal aberrations reveal critical regulatory 
elements that are non-functional at their endogenous locus. This knowledge provides 
a rationale to develop new compounds to selectively interfere with oncogenic enhancer 
activity.
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INTRODUCTION

Next-generation sequencing has greatly improved our knowledge about the location, 
distribution and frequency of recurrent gene mutations in cancer 1,2. The focus has previously 
been on the identification and understanding of mutations in protein coding regions. 
However, many mutations are found in intergenic regions as well 3, which now receive 
broad attention 4-8. Those studies demonstrate that malignant transformation does not only 
rely on coding mutations in proto-oncogenes, but may also depend on aberrant regulation 
of oncogene expression. Well-described mechanisms of aberrant gene activation include 
generation of novel enhancers by nucleotide substitution, focal amplification of enhancers, 
loss of boundaries between topologically associated domains (TAD) or enhancer hijacking 
by chromosomal rearrangements 9-15. 

Chromosomal inversion or translocation between 3q21 and 3q26 (inv(3)(q21;q26) 
or t(3;3)(q21;q26)) in AML result in the aberrant expression of the proto-oncogene EVI1 
located at the MDS1 and EVI1 complex locus (MECOM) at 3q26 16-19. Our group and others 
reported that hyper-activation of EVI1 is caused by a GATA2 enhancer translocated from 
chromosome 3q21 to EVI1 on chromosome 3q26 12,20. Upon translocation, this hijacked 
GATA2 enhancer appears to behave as a super-enhancer and is marked by a broad stretch 
of H3K27 acetylation 12,20. In the current study, we aimed to unravel the mechanism by which 
the hijacked GATA2 super-enhancer leads to EVI1 activation. We generated a model to study 
EVI1 regulation in inv(3)/t(3;3) AML cells by inserting a GFP reporter 3’ of endogenous EVI1 
and introduced an inducible Cas9 construct. To uncover important elements in this hijacked 
enhancer, we applied CRISPR/Cas9 scanning and identified motifs essential for driving EVI1 
transcription. We demonstrated a single regulatory element in the translocated GATA2 
enhancer that is critical for the regulation of EVI1 expression, with an essential role for MYB 
through binding to the translocated enhancer. Treatment of inv(3)/t(3;3) AML cells with 
peptidomimetic MYB:CBP/p300 inhibitor decreased EVI1 expression, and induced leukemia 
cell differentiation and cell death.
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RESULTS

Expression of EVI1 in inv(3)/t(3;3) AML is reversible
In inv(3)/t(3;3) AMLs the GATA2 super-enhancer is translocated to MECOM, driving 
expression of EVI1 12,20. We investigated whether GATA2 enhancer-driven transcription of 
EVI1 in inv(3)/t(3;3) is reversible in leukemia cells. In primary inv(3)/t(3;3) AML, immature 
CD34+CD15- cells can be discriminated from more mature CD34-CD15- and CD34-CD15+ cells 
(Figure 1A, left and Figure S1A,B, left). Whereas EVI1 is highly expressed in CD34+CD15- cells, 
mRNA and protein levels decline in the CD34-CD15- fraction and are almost completely lost 
in CD34-CD15+ cells in inv(3)/t(3;3) primary AML as well as in MUTZ3 cells, an inv(3) AML 
model (Figure 1A,B, right, Figure 1C, Figure S1A,B, right). Since 3q26 rearrangements are 
present in all fractions, as determined by three-colored Fluorescent in-situ hybridization 
(FISH) (Figure S1C), we conclude that transcription of EVI1 can be reversed in AML cells 
despite the presence of a 3q26 rearrangement. In vitro culture of sorted MUTZ3 cells 
revealed that only the EVI1-expressing CD34+CD15- cells were competent to proliferate 
(Figure S1D), in agreement with previous observations showing that EVI1 depletion results 
in loss of colony formation and induction of differentiation 12. Thus, although AML cells with 
inv(3)/t(3;3) depend on EVI1, transcription of this gene remains subject to regulation and 
can be repressed, with major consequences for cell proliferation and differentiation. 

Generation of an EVI1-GFP inv(3) AML model
Our findings indicate that interference with EVI1 transcription may be an entry point 
to specifically target inv(3)/t(3;3) AMLs. To study the molecular mechanisms of EVI1 
transcriptional activation by the hijacked GATA2 enhancer, we introduced a GFP reporter 
3’ of EVI1 at the translocated allele, which is the only allele expressed in MUTZ3 cells. A 
T2A self-cleavage site was introduced in between EVI1 and GFP separating the two proteins 
(Figure 2A, Figures S2A and S2B). Knockdown of EVI1 using two unique EVI1-specific shRNAs 
(Figure 2B) resulted in a reduction of the GFP signal (Figure 2C). Subsequently, a construct 
with tight doxycycline (Dox) controlled expression of Cas9 was introduced into MUTZ3-EVI1-
GFP cells (Figure S2C-D) and used to target the translocated GATA2 enhancer and study EVI1 
regulation. Deletion of approximately 1000 bp in the -110 kb (-77 kb in mouse) distal GATA2 
enhancer 21,22 using two specific sgRNAs (Table S1) resulted in a severe decrease in GFP 
expression upon Dox treatment (Figure 2D). We sorted the GFP expressing cells into three 
fractions and observed that enhancer deletion was most pronounced in the GFPlow FACS-
sorted cells (Figure 2E lower band). The GFPlow fraction also contained the lowest GFP and 
EVI1 mRNA levels (Figure 2F-G). Cells from the GFPlow fraction, which showed reduced 
EVI1 expression, formed less colonies than GFPhigh cells in methylcellulose (Figure 2H). 
Only colonies obtained from the GFPhigh fraction consisted of cells able to multiply when 
placed in liquid culture (Figure S2E). Immunophenotyping of the colonies revealed that 
GFPhigh fractions predominantly consisted of immature CD34+CD15- cells, while in contrast 
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the GFPlow fraction contained the highest number of differentiated CD15+CD34- cells (Figure 
S2F). Together, this established a Dox-inducible Cas9 expressing inv(3)/t(3;3) AML model 
(MUTZ3-EVI1-GFP) for studying the transcriptional control of EVI1 via a GFP reporter.
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Figure 1. Expression of EVI1 in inv(3)/t(3;3) AML is reversible. (A) Flow cytometric analysis of CD34- and CD15-
stained inv(3;3) primary AML cells (AML-1) (left) and intracellular EVI1 staining in the gated fractions (right). (B) 
Flow cytometric analysis of MUTZ3 cells stained with CD34 and CD15 (left) and intracellular EVI1 staining in the 
gated fractions (right). (C) Bar plot showing relative expression of EVI1 in Transcripts Per Million (TPM) in sorted 
fractions of MUTZ3 cells. Error bars represent standard deviation of two biological replicates.
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Figure 2. Generation of an EVI1-GFP inv(3) AML model. (A) Schematic representation of EVI1-GFP knock-in with a 
T2A self-cleavage site in the MUTZ3 cells at the endogenous translocated EVI1 locus. (B) Flow cytometric analysis of 
intracellular EVI1 after shRNA-mediated knockdown of EVI1 using two different shRNAs. The effects on EVI1 protein 
were measured 48 hours after transduction. Scrambled shRNAs were used as control. (C) Flow cytometric analysis 
of GFP in the same experiment indicated in (B). (D) Representative flow cytometric plot showing the effect of the 
-110kb GATA2 enhancer deletion in MUTZ3-EVI1-GFP cells (Δ enhancer). Cas9 was induced with Dox 24h before 
nucleofection of two sgRNAs. The effect on EVI1 was measured by GFP levels using flow cytometric analyses. 
Cells were sorted 48h after nucleofection of subsequent sgRNAs into three fractions: GFPlow, GFPmid and GFPhigh. 
(E) Genotyping PCR showing a wild type (WT) band (1500 bp) or a band for the enhancer deleted(Δ) (900 bp), 
either in bulk (before sorting) or in sorted fractions. Control (Ctrl) represents PCR after nucleofection of the sgRNAs 
without Dox induction. (F) Bar plot showing relative GFP expression of bulk and sorted fractions analyzed by qPCR. 
The expression levels of PBGD, a housekeeping gene, were used as control for normalization. Relative expression 
is calculated as fold over Ctrl (nucleofection of the sgRNAs without Dox). Error bars represent standard deviation 
of two biological replicates. (G) Bar plot showing relative EVI1 expression of MUTZ3-EVI1-GFP bulk and sorted 
fractions analyzed by qPCR. For details see Figure 2F legend. (H) Bar plot showing the number of colonies grown 
in methylcellulose from each sorted fraction. Colonies were counted 1.5 weeks after plating. Error bars represent 
standard deviation of three plates.
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Unbiased CRISPR/Cas9 enhancer scan reveals a specific 1 kb region as essential for 
EVI1 activation 
The minimally translocated region of the GATA2 super-enhancer is 18 kb long 12. In MUTZ3 
and MOLM1, which are both inv(3) AML models, this highly H3K27 acetylated region (Figure 
3A; yellow) contains four loci of open chromatin determined by ATAC-seq (Figure 3A; orange), 
of which two show strong p300 occupancy (Figure 3A; red). To identify, in an unbiased 
fashion, which elements of the 18 kb translocated region control EVI1 transcription, we 
employed a CRISPR/Cas9-based enhancer scanning approach (Figure 3A). We constructed 
a lentiviral library containing 3239 sgRNAs covering the 18 kb translocated region (Figure 
3A, Table S2) and transduced it into MUTZ3-EVI1-GFP cells at a low multiplicity of infection. 
After neomycin selection and cell expansion, the cells were treated with Dox to induce Cas9 
expression and cells displaying reduced GFP reporter expression (GFPlow) were selected by 
flow cytometric sorting at day 5 and day 7. The sgRNAs were amplified from genomic DNA 
and deep-sequenced to identify the sgRNAs that were enriched in the GFPlow fraction. The 
log2fold change of 3 independent experiments were combined as shown in Figure 3B, which 
demonstrated a strong correlation between the sgRNAs enriched in GFPlow cells at day 5 and 
day 7 (Figure 3B).

Five sgRNAs targeting EVI1 were the top scoring hits in the GFPlow fraction (indicated in 
blue), whereas sgRNAs targeting the safe harbor AASV1 locus (in red) were not enriched, 
emphasizing the specificity and sensitivity of the assay (Figure S3A). sgRNAs with a minimum 
of 3-fold enrichment in the GFPlow fraction all clustered in a small region of approximately 
700 bp (Figure 3C). This region is a known p300-interacting region, which belongs to the 
-110 kb distal GATA2 enhancer 21,22. This p300-interacting region is occupied by a heptad 
of transcription factors (SCL, LYL1, LMO2, GATA2, RUNX1, FLI1 and ERG) that regulate 
gene expression in hematopoietic stem and progenitor cells (HSPCs) 23,24 (Figure S3B). 
Approximately 40 sgRNAs within this region, with at least a 2-fold enrichment in the GFPlow 
fraction, were selected and cloned into a lentiviral construct with iRFP720 for individual 
testing. The loss of GFP signal at day 7 in the iRFP+ fraction (gating strategy, see figure S3C) 
highly correlated with the enrichment of those 40 sgRNAs in the GFPlow fraction as observed 
in the enhancer scan (Figure 3D). An efficiently cutting sgRNA that was not enriched in the 
enhancer scan did not affect GFP signal upon Dox exposure (Figure S3D,E). Deep amplicon 
sequencing of the -110 kb enhancer region upon targeting by 36 individual sgRNAs revealed 
frequent mutations in motifs for MYB, GATA, RUNX-, MEIS-, XBP- and ETS- binding sites, 
which were among the highest conserved (Figure 3E, Figure S3F, Table S3).
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Figure 3. Unbiased CRISPR/Cas9 enhancer scan reveals one 1 kb region to be essential for EVI1 activation. (A) 
ChIP-seq to determine H3K27Ac pattern and p300 binding as well as open chromatin analysis using ATAC-seq in 
MUTZ3 and MOLM1 cells. The locations of the >3200 sgRNAs targeting the enhancer are indicated as vertical blue 
lines. A schematic overview of the enhancer scanning strategy is depicted below. (B) Scatter plot of enrichment 
of sgRNAs in sorted GFPlow fractions at day 5 and day 7 upon Dox induction. The average of three independent 
experiments for each dot is depicted. For every sgRNA detected in the GFPlow fractions the log2fold change (LFC) of 
the +Dox relative to –Dox was calculated. Five sgRNAs targeting EVI1 were added to the sgRNA library as positive 
controls and are indicated in blue. The sgRNAs selected for further validation are indicated in green. The fitted 
linear regression and corresponding R-squared and p-value are indicated. (C) The LFC enrichment at day 7 of all 
sgRNAs and of sgRNAs with >2, >3 or >5 fold enrichment of sgRNAs in the GFPlow fractions at the 18 kb region of 
the GATA2 super-enhancer in MUTZ3 cells is depicted. The H3K27Ac pattern, p300 binding, open chromatin (ATAC) 
and location of all sgRNAs are indicated to visualize which sgRNAs were enriched in the GFPlow fraction. The -110 
kb distal GATA2 enhancer is indicated. (D) Scatter plot showing enrichment of sgRNAs in sorted GFPlow fractions 
at day 7 compared to %GFPneg cells at day 7 for individually validated sgRNAs (based on two independent biological 
experiments). The sgRNAs used for validation are indicated by dots. The fitted linear regression and corresponding 
R-squared and p-value are indicated. (E) Zoom-in of the -110 kb GATA2 enhancer (chr3:128322411-128323124) 
showing H3K27Ac pattern, p300 binding and open chromatin (ATAC), LFC enrichment of sgRNAs at day 7 and the 
%GFPneg cells at day 7 of the individually validated sgRNAs. Mutations in motifs for known transcription factors 
identified in the individually validated sgRNAs are indicated.
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A MYB binding motif is essential for EVI1 rather than for GATA2 transcription
Four sgRNAs, i.e. # 3, 8, 11 and 16, generating the highest GFPneg (EVI1neg) fraction in the 
single guide validation experiments, all targeted the same region containing a potential 
MYB-binding motif (Figure 4A). The strong reduction of GFP expression, as tested for three 
of those guides (Figure 4B), was accompanied by loss of EVI1 protein (Figure 4C) and mRNA 
(Figure 4D). EVI1 loss was accompanied by differentiation into CD34-CD15+ cells in the 
sgRNA8-targeted GFPlow fraction (Figure 4E), in line with the findings in primary AML cells 
(Figure 1A,B, left and Figure S1A,B, left). Strikingly, sgRNA8-directed mutations within the 
enhancer did not affect GATA2 protein (Figure 4C) or mRNA levels (Figure 4D). Western blot 
analysis on sorted fractions of sgRNA8-treated cells revealed a strong reduction of EVI1 
but not of GATA2 in GFPlow cells (Figure 4F). Amplicon-seq within the GFPlow sorted fraction 
of sgRNA8-treated cells revealed that almost 97% of the aligned sequences, including the 
translocated and non-translocated allele, were mutated (Figure 4G). In approximately 
86% of all aligned sequences, the MYB motif was mutated. In 14%, a 20 bp deletion fully 
eliminated the predicted MYB DNA-binding motif (Figure 4H). We carried out pulldown 
experiments in which equal amounts of MUTZ3 nuclear lysates (Figure S4A) were exposed 
to beads with immobilized 100 bp enhancer DNA fragments representing WT or MYB-
motif mutant enhancer DNA, as defined in Figure 4H. Western Blot analysis confirmed 
MYB binding to the 100 bp WT enhancer fragment (Figure 4I). MYB binding to the M1 
or M2 mutants was severely reduced, but it was preserved in the M3 mutant, in which 
the MYB DNA-binding motif was retained (Figure 4I). We conclude that in inv(3)/t(3;3) 
AML transcription of EVI1 depends on the presence of a MYB DNA-binding motif in the 
translocated enhancer. Strikingly, this MYB motif appears less relevant for the transcription 
of GATA2 in the non-translocated allele. 
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replicates and standard deviation is shown. (E) CD34/CD15 flow cytometric analyses of MUTZ3 EVI1-GFP cells 
transduced with sgRNA8 (+Dox), sorted for GFPlow or GFPhigh and analyzed two weeks after sorting. (F) EVI1 and 
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of Cas9. Actin was used as loading control. (G) Editing frequency in the GFPlow fraction of sgRNA8-treated cells. 
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Differential MYB binding and H3K27 acetylation at the hijacked GATA2 enhancer 
ChIP-seq revealed MYB occupancy at the -110 kb GATA2 enhancer in MUTZ3 and in 
inv(3)/t(3;3) AML patient cells (Figure 5A,B, green tracks). MYB also occupied the -110 kb 
GATA2 enhancer in CD34+ cells (Figure S4B, green track). Based on a heterozygous SNP in 
the -110 kb GATA2 enhancer in MUTZ3, the translocated allele (EVI1) can be discriminated 
from the non-translocated (GATA2) allele 12. We found approximately 7 times more MYB 
occupancy at the translocated allele (Figure 5A, right), in agreement with the finding that 
p300 occupancy (Figure 5A, red track) was also detected predominantly at the translocated 
enhancer (Figure 5A, right). Furthermore, H3K27Ac signal (Figure 5A, right) and open 
chromatin (ATAC) (Figure S4C) were 5 times more prevalent at the translocated enhancer. 
No SNPs were present in primary AMLs to discriminate MYB binding to the different alleles. 
However, based on two SNPs in the 18 kb region (Figure 5B, left), we observed a strong 
H3K27Ac allelic skewing of the primary inv(3)/t(3;3) AML, predicted to be biased to the 
translocated allele (Figure 5B, right). These data suggest that MYB and p300 interact with 
the -110 kb enhancer preferentially at the translocated allele. In sgRNA8-treated MUTZ3 
cells (+Dox) MYB binding to the -110 kb site was significantly decreased compared to control 
(–Dox) cells (Figure 5C). This loss was GATA2 enhancer-specific, since genome-wide MYB 
chromatin occupancy, which includes the MYB target gene BCL2, did not change in +Dox 
cells (Figure S4D and S4E). Importantly, the decrease of MYB-binding at the -110 kb enhancer 
upon sgRNA8 treatment was greater within the translocated allele (Figure 5C, right). Using 
Cut&Run we demonstrated that H3K27Ac was severely decreased at the enhancer in GFPlow 
sorted cells (Figure 5D, blue track) compared to GFPhigh sorted cells (Figure 5D, green track) 
following sgRNA8 treatment. Moreover, SNP analysis revealed that the remaining H3K27Ac at 
the enhancer in GFPlow cells occurred predominantly at the non-translocated allele (GATA2) 
(Figure 5D, right). These data demonstrate that mutating the MYB binding motif at the 
translocated -110 kb enhancer decreases MYB binding, thus inactivating the enhancer and 
reducing EVI1 transcription. 
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Figure 5. Differential MYB binding and H3K27 acetylation at the hijacked GATA2 enhancer. (A) H3K27Ac, p300 
and MYB ChIP-seq profiles of the 18 kb super-enhancer region in MUTZ3 cells (left). Bar plot showing allelic 
bias towards the translocated allele for H3K27Ac, p300 and MYB occupancy by ChIP-seq analysis based on a SNP 
(rs553101013) (right). Previous sequencing showed that G represents the translocated allele and A the wild type 
allele 12. P-values were calculated using a χ2 test. (B) H3K27Ac and MYB ChIP-seq profiles of the 18 kb super-enhancer 
in an AML patient with inv(3) (AML-2) (left). Bar plot showing discrimination between H3K27Ac at the two GATA2 
enhancer alleles based on two SNPs (rs2253125 and rs2253144) (right). P-values were calculated using a χ2 test. 
(C) MYB ChIP-seq profile of the 18 kb super-enhancer in sgRNA8-treated MUTZ3-EVI1-GFP cells plus or minus Dox 
treatment (left). Bar plot showing allelic distribution of MYB binding in sgRNA8 treated MUTZ3-EVI1-GFP cells plus 
or minus Dox treatment (right). P-values were calculated using a χ2 test. (D) H3K27Ac profile of the 18 kb super-
enhancer in sgRNA8-treated MUTZ3-EVI1-GFP cells, determined by Cut&Run in bulk, in GFPhigh and in GFPlow sorted 
fractions (left). Bar plot showing allelic bias for H3K27Ac in the bulk, GFPhigh and GFPlow fractions (right). P-values were 
calculated using a χ2 test.
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MYB interference downregulates EVI1 but not GATA2 
MYB is expressed in MUTZ3 cells, regardless of their differentiation status (Figure S4F). To 
study whether MYB is important for EVI1 expression, MYB-specific sgRNAs were introduced 
into MUTZ3-EVI1-GFP cells. At day 3 and 6 post-Dox induction, loss of MYB expression was 
evident, which was accompanied by a decrease of EVI1 protein (Figure 6A). In contrast, in 
line with the effects of mutating the MYB binding motif, knockout of MYB did not decrease 
GATA2 protein expression (Figure 6A). This suggests that MYB is not functioning upstream 
of GATA2 via this motif in inv(3) cells. When we either knocked out MYB or mutated the 
MYB DNA-binding motif with sgRNAs in K562 cells (Figure S4G), a model without a 3q26 
rearrangement, we also did not see an effect on GATA2 protein levels (Figure S4H). 

The activity of MYB can be repressed using the peptidomimetic inhibitor MYBMIM, which 
impairs the assembly of the MYB:CBP/p300 complex 25. In MUTZ3 cells, treatment with 25 
µM MYBMIM caused a 50% reduction of viable cells, whereas the inactive MYBMIM analog 
TG3 showed no effect (Figure S4I). Treatment of MUTZ3 cells with 20 µM MYBMIM strongly 
reduced EVI1 protein levels (Figure 6B) without impacting MYB levels (Figure 6B). Consistent 
with the MYB knockout experiment (Figure 6A), MYBMIM treatment did not alter GATA2 
protein levels (Figure 6B). A two-day exposure of MUTZ3 cells to MYBMIM reduced the 
number of colonies in methylcellulose (Figure 6C). Flow cytometric analysis of MYBMIM-
treated colony cells revealed increased maturation (CD34-CD15+ cells) in comparison with 
TG3-treated controls (Figure 6D). We next introduced a FLAG-Evi1 retroviral construct 26 
allowing for constitutive murine Evi1 expression in MUTZ3 cells (Figure S4J). Loss of colony 
formation upon MYBMIM treatment was partly rescued by Evi1 overexpression (Figure 6E). 
Similarly, the mild effect of MYBMIM on differentiation of MUTZ3 cells (Figure 6F, MYBMIM-
EV) was reduced (Figure 6F, MYBMIM-Evi1). This indicates that the effect of MYB interference 
on MUTZ3 cells is at least partly mediated via EVI1. Moreover, whereas MYBMIM treatment 
did not reduce MYB protein, it decreased MYB occupancy at the GATA2 enhancer (Figure 6G). 
p300 occupancy also decreased, but to a lesser extent than MYB (Figure 6G). MYB binding 
was reduced at several sites, including the BCL2 enhancer (Figure S4K). MYBMIM, but not 
TG3, reduced viability of inv(3)/t(3;3) AML patient cells (n=3) (Figure 6H), and treatment 
of AML primary cells with MYBMIM reduced EVI1 protein levels without affecting levels of 
MYB or GATA2 (Figure 6I). Finally, MYBMIM affected neither GATA2 nor EVI1 levels in normal 
CD34+ cells (Figure 6J), suggesting that MYB has no effect on the GATA2 enhancer or on 
EV1 in normal HSPCs. In contrast to MUTZ3 cells, MYBMIM did not reduce the number of 
CD34+ colonies in methylcellulose (Figure S4L). Thus, targeting MYB represents a promising 
therapeutic possibility in the context of inv(3)/t(3;3) AMLs with EVI1 overexpression.
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Figure 6
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Figure 6. MYB interference downregulates EVI1 but not GATA2. (A) Western blot for MYB, EVI1 and GATA2 in 
MUTZ3-EVI1-GFP upon sgRNA-mediated MYB knockout (MYB.30) at indicated days after induction of Cas9. Actin 
was used as loading control. (B) Western blot for MYB, EVI1 and GATA2 in untreated cells (-) or cells treated for 
two days with 20 mM of TG3 or MYBMIM (MM). Actin was used as loading control. (C) Colony forming units (CFU) 
of MUTZ3 cells cultured without peptide or treated with 20 mM TG3 or MYBMIM for two days and subsequently 
plated in methylcellulose. Error bars show standard deviation across three plates. P-values were calculated using 
a one-way ANOVA test. (D) Flow cytometric analysis of MUTZ3 cells stained with CD34 and CD15. Cells studied 
by flow cytometry were either untreated or treated with 20 mM TG3 or MYBMIM for two days and subsequently 
grown for nine days in methylcellulose. (E) Colony forming units (CFU) of MUTZ3 cells with pMY-FLAG-Evi1-IRES-
GFP (Evi1) or empty vector (EV) cultured without peptide or treated with 20 mM MYBMIM for two days and 
subsequently plated in methylcellulose. Error bars show standard deviation across three plates. P-values were 
calculated using a one-way ANOVA test. (F) Flow cytometric analysis of MUTZ3 cells with Evi1 or EV, stained with 
CD34 and CD15. Cells studied by flow cytometry were either untreated or treated with 20 mM MYBMIM for two 
days and subsequently grown for eight days in methylcellulose. (G) p300 and MYB ChIP-seq profiles of the 18 kb 
region in MUTZ3 cells treated with either 20 mM TG3 or MYBMIM for 48 h. (H) Cell-viability test of inv(3)/t(3;3) 
AML primary cells determined by CellTiter-Glo three days after culturing the cells in a 96-well plate with 20 mM TG3 
or MYBMIM. Error bars show standard deviation across four biological replicates. P-values were calculated using a 
one-way ANOVA test. (I) Western blot for MYB, EVI1 and GATA2 in untreated AML cells or in AML cells treated with 
20 mM TG3 or MYBMIM for 48h. Actin was used as loading control. (J) Western blot for MYB, EVI1 and GATA2 in 
cultured CD34+ cells untreated or treated with 20 mM TG3 or MYBMIM for 48h. Actin was used as loading control.
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DISCUSSION

Although multiple examples of hijacked enhancers causing uncontrolled expression of proto-
oncogenes have been reported in various types of cancer 8,10,12,27,28, insight into their altered 
biological function remains limited. Elucidating these functions could provide opportunities 
for tailored interference and tools for therapeutic exploitation. Our unbiased CRISPR/
Cas9 scan of the translocated 18 kb region in inv(3)/t(3;3) AMLs revealed a single region 
of approximately 1 kb essential for EVI1 activation and leukemogenesis. This distal GATA2 
enhancer contained several conserved transcription factor DNA binding motifs, including an 
element preferentially occupied by MYB at the translocated allele. Strikingly, mutating this 
MYB binding motif in the enhancer at both alleles strongly decreased the expression of EVI1, 
but not of GATA2. GATA2 was also not affected in another leukemia line or in normal HSPCs. 
Together, these findings support a unique role for MYB in driving EVI1 expression via the 
translocated enhancer, and suggest a potential vulnerability in inv(3)/t(3;3) AMLs. Indeed, 
peptidomimetic inhibition of MYB:CBP/p300 assembly in inv(3)/t(3;3) AML cells reduced 
EVI1 but not GATA2 protein levels, causing myeloid differentiation and cell death. This 
strengthens the hypothesis that interfering with EVI1 expression via MYB may constitute 
a new entry point for targeting these AMLs. The fact that targeting MYB specifically 
compromises EVI1 expression compared to GATA2 points to the possibility of selectively 
targeting leukemia cells while sparing GATA2 in normal HSPCs (Figure 6J), in which GATA2 is 
a vital regulator.

Although MYB encodes a transcription factor essential for normal hematopoiesis 29, there 
is also overwhelming evidence that it plays a critical role in malignant transformation. MYB 
was first discovered as an oncogene (v-myb) within the avian myeloblastosis virus (AMV) 
genome which generated myeloid leukemias in chickens 30,31. Its critical involvement in 
super-enhancer activity was previously shown in human T-cell acute lymphoblastic leukemia 
(T-ALL) 9,32. Mutations in non-coding regions near TAL1 or LMO2 create de novo binding 
sites for MYB, leading to the formation of new MYB-bound super-enhancers which drive 
uncontrolled transcription of those target genes. Furthermore, MYB binds to a translocated 
super-enhancer driving MYB expression in adenoid cystic carcinoma, creating a positive 
feedback loop sustaining its own expression 28. MYB is also frequently overexpressed in 
human myeloid leukemias 33,34 and AML cells can be addicted to high levels of MYB and 
thus be more vulnerable to MYB inhibition than normal hematopoietic progenitor cells 
35. However, the mechanisms whereby MYB drives transformation to AML are not fully 
understood. To our knowledge, our results in this study represent the first example of a 
mechanism by which MYB drives oncogene activation in AML. 

MYB occupies the translocated GATA2 enhancer at a level considerably higher than the 
non-translocated enhancer. This may reflect increased chromatin accessibility as determined 
by H3K27Ac ChIP-seq and ATAC-seq. The mechanisms driving this open chromatin pattern 
at the translocated locus remain a focus of future studies. However, translocation of the 
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enhancer to a new location places it in proximity to distinct promoters and regulatory 
elements which may ultimately impact chromatin accessibility and MYB binding. In support 
of this hypothesis, mutating the MYB DNA binding site or interference with MYB function 
causes reduced expression of EVI1 but not GATA2. 

The coactivators CBP and p300 are major mediators of MYB transcriptional activity 36,37. 
Therefore, specifically targeting the MYB:CBP/p300 interaction has been the focus of most 
small molecules seeking to inhibit MYB activity 25,38-41. Experiments using the peptidomimetic 
inhibitor MYBMIM, which blocks the formation of MYB:CBP/p300 complex, showed a severe 
loss of EVI1 activity. As reported by Ramaswamy et. al., 25, we also observed that MYBMIM 
caused loss of MYB binding to the enhancer, with largely preserved total cellular levels of 
MYB. Concurrently, we observed that MYBMIM treatment did not inhibit p300 occupancy 
at the enhancer to the same extent as MYB occupancy. This partially retained p300 binding 
could be explained by the presence of other transcription factors bound at the GATA2 
enhancer that also recruit CBP/p300 (Figure S3B). MYBMIM reduced MYB binding at multiple 
sites which may be relevant in other leukemias in which MYB is essential 33-35. Therefore, it 
is not surprising that other AML cell lines 25,42 respond to MYBMIM as well. While initial 
results with MYBMIM peptide treatment of inv(3)/t(3;3) AML cells are a promising proof 
of concept, MYBMIM peptide is very unstable in vivo (personal communication A.K.). Thus, 
development of small molecules with improved bioavailability that interfere with MYB:CBP/
p300 complex will be required to investigate the relevance of MYB inhibition in vivo. 

Our CRISPR/Cas9 scan identified one p300-interacting region containing a MYB DNA 
binding motif to be important for EVI1 expression. Although mutations in the MYB DNA-
binding motif had the biggest impact on EVI1 expression, other mutations also reduced EVI1 
levels. These included mutations in consensus DNA binding sites for GATA-, RUNX-, MEIS-, 
XBP- and ETS-factors. Interestingly, some of these factors have been demonstrated to occupy 
the -110 kb enhancer in CD34+ cells, including RUNX1, ERG and GATA2 24. MYB binding and 
activity at the -110 kb GATA2 enhancer most likely occur in conjunction with p300 as well as 
transcription factors like RUNX1 and ERG. This is in accordance with other studies showing 
co-localization and potential cooperation between these factors and MYB 25,43,44. Therefore, 
combinatorial targeting of MYB and other transcription factors may synergistically impact 
EVI1 expression. This knowledge provides a rationale to develop new compounds to treat 
inv(3)/t(3;3) AML, which can be tested in our newly developed model.

Our findings provide important insight into the mechanisms of oncogenic enhancer-
driven gene activation in AML. The selective MYB motif requirement for enhancer function 
at the translocated but not the normal allele constitutes a novel paradigm in which 
chromosomal aberrations reveal critical motifs that are non-functional at their endogenous 
locus. In principle, this paradigm may be extrapolated to other enhancer-driven cancers and 
even non-malignant pathologies. 
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METHODS

Data and Code Availability
Cell line sequence data generated in this study have been deposited at the EMBL-EBI 
ArrayExpress database (ArrayExpress, RRID:SCR_002964) under accession numbers 
E-MTAB-9939 (RNA-seq), E-MTAB-9949 (ATAC-seq), E-MTAB-9946 (Cut&Run-seq), 
E-MTAB-9945 (Amplicon-seq), E-MTAB-9948 (CRISPR enhancer scan) and E-MTAB-9959 
(ChIP-seq). ChIP-seq and ATAC-seq data derived from donors or patients have been 
deposited at the European Genome-phenome Archive (The European Genome-phenome 
Archive (EGA), RRID:SCR_004944) under the accession number EGAS00001004839. This 
study did not generate any unique codes. All software tools used in this study are freely or 
commercially available.

Cell culture
The MUTZ3 cell lines (DSMZ Cat# ACC-295, RRID:CVCL_1433) were cultured in αMEM 
(HyClone) with 20% fetal calf serum (FCS) and 20% conditioned 5637 medium. The 293T 
(DSMZ Cat# ACC-635, RRID:CVCL_0063) were cultured in DMEM (Gibco) with 10% FCS. K562 
(DSMZ Cat# ACC-10, RRID:CVCL_0004) was cultured in RPMI (Gibco) with 10% FCS. All cell 
lines were supplemented with 50 U/mL penicillin and 50 μg/mL streptomycin. Viable frozen 
AML cells and viable (frozen) bone marrow or cord blood CD34+ cells were thawed and 
suspended in IMDM medium supplemented with: 20% BIT medium (StemCell Technologies), 
1x β-mercaptoethanol (1000x Life technologies), 6 µg/ml LDL (Sigma Aldrich), human IL6, IL3, 
G-CSF, GM-CSF at 20 ng/ml and FLT3, SCF at 50 ng/ml (Peprotech). Cell lines were obtained 
from DSMZ and regularly confirmed to be mycoplasma-free by the MycoAlert Mycoplasma 
Detection Kit (Lonza, #LT07-318) according to the manufacturer’s instructions.

Generation of model lines
The repair template was generated using Gibson Assembly (NEB). Both homology arms were 
PCR amplified from MUTZ3 genomic DNA using Q5 polymerase (NEB). The first homology 
arm consists of a part of the intron and last exon of EVI1 minus the STOP codon. The second 
homology arm consists of part of the 3’UTR with the PAM sequence of sgRNA omitted. 
The T2A-eGFP was PCR amplified from dCAS9-VP64_2A_GFP (RRID:Addgene_61422). All 
fragments were cloned using Gibson assembly into the PUC19 (Invitrogen) backbone. sgRNA 
sequence AGCCACGTATGACGTTATCA was cloned into pX330-U6-Chimeric_BB-CBh-hSpCas9. 
Cells were nucleofected with pX330 vector (RRID:Addgene_42230) containing the sgRNA 
and Cas9 and the repair template using the Nucleofector 4D (Lonza) with Kit SF and program 
DN-100. GFP+ cells were sorted using a FACS AriaIII (BD Biosciences). In a second sorting 
round, GFP+ cells were single cell sorted and tested for proper integration. Clone 1A5 was 
transduced with lenti pCW-Cas9 (RRID:Addgene_50661), puromycin selected (1 µg ml−1) 
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and subsequently single cell sorted based on GFP positivity and tested for inducible Cas9 
expression. Clone 3E7 was used for the screen, which we called MUTZ3-EVI1-GFP.

Patient material
Samples of the selected patients presenting with AML were collected from the Erasmus 
MC Hematology Department biobank (Rotterdam, the Netherlands). The karyotype of 
AML patients used in this study was as follows; AML-1: 45,XX,inv(3)(q2?1q26),-7, AML-2: 
45,XY,inv(3)(q22q26),-7 and AML-3: 45,XX,t(3;3)(q21;q26),-7. Leukemic blast cells were 
purified from bone marrow or blood by standard diagnostic procedures. All patients 
provided written informed consent in accordance with the Declaration of Helsinki. The 
Medical Ethical Committee of the Erasmus MC has approved usage of the patient rest 
material for this study. 

Western Blotting
Cells were lysed in lysis buffer (20 mM Tris-HCL, 138 mM NaCl, 10 mM EDTA, 50 mM NaF, 
1% Triton, 10% glycerol, 2 mM NA-vanadate) containing Complete protease inhibitors (CPI, 
Roche #4693159001). Protein levels were detected using antibodies against EVI1 (Cell 
Signaling, Cat# 2265, RRID:AB_561424), MYB (Millipore Cat# 05-175, RRID:AB_2148022), 
FLAG (Sigma-Aldrich Cat# F3165, RRID:AB_259529), B-Actin (Sigma-Aldrich Cat# A5441, 
RRID:AB_476744), GAPDH (Santa Cruz Biotechnology Cat# sc-25778, RRID:AB_10167668), 
CAS9 (Biolegend Cat# 844301, RRID:AB_2565570) or GATA2 (kind gift of E.H. Bresnick, 
Department of Cell and Regenerative Biology, Madison, WI). Proteins were visualized using 
the Odyssey infrared imaging system (Li-Cor).

Flow cytometric analysis
Cell Sorting was performed using the FACS Aria flow cytometer (BD Biosciences, 
RRID:SCR_013311) into a 96-well plate format or into batch culture. Flow Cytometric 
analysis on MUTZ3 cells was done with GFP/RFP or antibody stainings for CD34-PE-CY7 (BD 
Biosciences Cat# 348811, RRID:AB_2868855) and CD15-APC (Sony, #2215035) or CD15-
BV510 (BioLegend Cat# 323028, RRID:AB_2563400). Intracellular stainings with EVI1 (Cell 
Signaling Technology Cat# 2256, RRID:AB_561017) or Rabbit (DA1E) mAb IgG XP® Isotype 
Control (Cell Signaling Technology Cat# 3900, RRID:AB_1550038) were performed using 
Foxp3/Transcription Factor Staining Buffer Set (00-5523-00, eBioscience). Cells were 
measured on a BD Canto or BD LSR II flow cytometer (BD Biosciences), and data was analyzed 
using FlowJo software (FlowJo, RRID:SCR_008520). 
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DNA pulldown
Nuclear lysates for pulldown experiments were prepared as described 45. Oligo nucleotides 
for affinity purification were ordered as custom-synthesized oligos from Integrated DNA 
Technologies (IDT) (see Table S4). DNA pulldown was performed as described by Karemaker 
and Vermeulen with minor changes. Essentially, per DNA pulldown, 500 pmole of annealed 
oligos were diluted to 600 µL in DNA binding buffer (DBB: 1 M NaCl, 10 mM Tris pH 8.0, 1 
mM EDTA, 0.05% NP40) and incubated with washed beads (10 uL Streptavidin Sepharose 
High performance bead slurry (GE Healthcare #17511301), washed once with PBS + 0.1% 
NP-40 and once with DBB) for 30 minutes at 4°C while rotating. After washing once with 1mL 
DBB and twice with 1 mL protein incubation buffer (PIB: 150 mM NaCl, 50 mM Tris pH 8.0, 
0.25% NP40, 1 mM DTT with Complete protease inhibitors (CPI, Roche #4693159001)) the 
immobilized oligos on beads were combined with 500 µg nuclear extracts in a total volume 
of 600 µL PIB with 10 µg competitor DNA (5 µg poly-dldC (Sigma #81349_500ug) and 5 µg 
poly-dAdt (Sigma #P0883_50UN)) and incubated for 90 minutes at 4°C while rotating. Beads 
were washed three times with 1mL PIB and twice with 1 mL PBS. To elute proteins from the 
oligo probes, beads were resuspended in 20 uL 1x western blot protein sample buffer and 
incubated at 95°C for 15 minutes while shaking. The beads were spun down and the eluate 
was loaded on a protein gel. A 40 µg nuclear extract sample was prepared directly from the 
nuclear lysate as input sample for western blot.

Peptide treatment of cells
MUTZ3, primary AMLs or CD34+ cells were cultured in medium as described above, plus 
MYBMIM or control peptide TG3 at indicated concentrations. For measuring viability of 
MUTZ3 or primary AMLs, cells were seeded in an opaque colored 96-well plate at 15.000 
cells/well in a total volume of 100 µl medium containing MYBMIM or control peptide TG3 
at indicated concentrations (20 µM MYBMIM or control peptide TG3 for primary AMLs). 
Cell viability was assessed 72 hours after treatment using CellTiter-Glo cell viability assay 
according to manufacturer’s protocol (Promega). Luminescence was measured on the 
Victor X3 plate reader (Perkin Elmer). Rescue experiments in MUTZ3 cells were performed 
by retroviral overexpression of murine pMY-FLAG-Evi1-IRES-GFP or an empty vector (EV) 
control. The pMY vectors were kind gifts of T. Sato 26 in which FLAG was inserted 5’ of Evi1. 
Evi1 or EV overexpressing cells were cultured in the presence of 20 µM MYBMIM for 48 
hours. For colony cultures following peptide treatment, 2000 MUTZ3 cells or 500 CD34+ cells 
were plated in MethoCult (StemCell technologies) with 100U/ml penicillin/streptomycin. 
For protein lysates and ChIP experiments cells were cultured containing 20 µM MYBMIM or 
control peptide TG3 and harvested after 48 hours of peptide treatment.
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Fluorescence in situ hybridization (FISH)
FISH was performed and reported according to standard protocols based on the International 
System of Human Cytogenetics Nomenclature (2016) 46. MECOM FISH was performed 
according to the manufacturer’s protocol using the MECOM t(3;3); inv(3)(3q26) triple-color 
probe (Cytocell, LPH-036).

Genome editing
The sgRNAs (Table S1) were either cloned into pLentiV2_U6-IT-mPgk-iRFP720 (J.Z.) using 
BsmBI restriction sites, px330 using BbsI or were in vitro transcribed using the T7 promoter. 
Lentiviruses were prepared by transfecting 293T cells with lentiviral packaging constructs 
pSPAX2/pMdelta2.G and sgRNA cloned into pLentiV2_U6-IT-mPgk-iRFP720. Transfections 
were performed using Fugene 6 (Promega) according to manufacturer’s protocol. For 
in vitro transcribed sgRNAs oligo’s containing the T7 promoter, target sequence and the 
Tail annealing sequence were annealed, filled in and transcribed using the Hi-scribe T7 
kit (NEB). Turbo DNAse (Invitrogen) was added and sgRNAs were cleaned up using RNA 
clean&concentrator kit (Zymo). Concentration of sgRNAs was estimated using Qubit 
(Invitrogen). RNP complexes were formed incubating sgRNA and Cas9 (IDT) for 20-30 at 
RT before nucleofection using the Neon (Thermofischer) with buffer R with settings 1500V, 
20ms, 1 pulse for MUZT3 or 1350V, 10ms, 4 pulses for K562. Genomic DNA was extracted 
at indicated timepoint after transfection using Quick Extract buffer (Epicenter) PureLink 
Genomic DNA Mini Kit (Invitrogen) and checked for targeting by PCR using Q5 polymerase 
(NEB) or amplicon-sequencing. 

Pooled sgRNA Enhancer scanning
To design a high-resolution sgRNA library for the enhancer scan, we considered all possible 
sgRNA target sites containing a canonical Cas9 PAM site (NGG) on both strands of the minimal 
18 kb translocated region. sgRNAs containing a G in positions 1-3 of the 20nt target site were 
trimmed at this position to favor 20-, 19- or 18-mers (in this order of priority) containing a 
natural G at the 5’end as previously described 47. For all other sgRNAs, a G was added to the 
5’end (resulting in a 21-mer). Subsequently, all sgRNAs showing (1) a high number of target 
sites in the human genome (>5 with no mismatch, or >20 with 1 mismatch), (2) a BsmBI site 
(interfering with cloning), or (3) a polyA signal (interfering with packaging) were filtered out. 
In addition, we added a number of negative controls (82 sgRNAs targeting the AAVS1 region) 
as well as positive controls (5 sgRNAs targeting EVI1 as well as 313 sgRNAs covering 5 kb of 
the breakpoint in MUTZ3 cells). The final library of 3239 sgRNAs (Table S2) was synthesized 
with overhangs for PCR amplification and cloning as one oligo pool (Twist Bioscience) 
and cloned into the lentiviral vector sgETN (J.Z.) as previously described 47. The pool of 3239 
sgETN-sgRNAs was transduced in triplicate into MUTZ3-EVI1-GFP. For each replicate, a total 
of 120 million cells were infected with 3-4% transduction efficiency to ensure that each 
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sgRNA is represented predominantly as a single lentiviral integration in >1000 cells. After 
neomycin drug selection (1 mg ml−1) for 7 days, T0 samples were obtained (5 million cells 
per replicate), and cells were subsequently cultured in the presence of 1 µg ml−1 doxycycline 
(Dox). Culture medium was exchanged every 2 days. After 5 days (T5) and 7 days (T7), about 
1 million sgRNA-expressing (GFPlow) cells were sorted for each replicate using a FACS AriaII 
(BD Biosciences). Genomic DNA from T0, T5 and T7 samples was isolated by two rounds of 
phenol extraction using PhaseLock tubes (5PRIME), followed by isopropanol precipitation. 
Deep-sequencing libraries were generated by PCR amplification of sgRNA guide strands 
using primers that tag the product with standard Illumina adapters and a 4 bp sample 
barcode in a 2 step-PCR protocol. For each sorted sample, all DNA was used as template 
in multiple parallel 50-μl PCR reactions, each containing 250-500 ng template, 1x AmpliTaq 
Gold buffer, 0.2 mM of each dNTP, 2 mM MgCl2, 0.3 μM of each primer and 1U AmpliTaq 
Gold (Invitrogen), which were run using the following cycling parameters: 95 °C for 10 min; 
28 cycles of 95 °C for 30 s, 52 °C for 45 s and 72 °C for 30 s; 72 °C for 7 min. PCR products 
(367 bp) were combined for each sample and Ampure purified. For the T0 samples and a 
DNA-pool sample the amount of input DNA necessary to get a 1000x coverage was used as 
input in the PCRs. For the second PCR 10ng of input was used per PCR using the following 
cycling parameters: 95 °C for 10 min; 8 cycles of 95 °C for 30 s, 57 °C for 45 s and 72 °C for 
30 s; 72 °C for 7 min. PCR products (448 bp) were combined for each sample and Ampure-
purified. Libraries were sequenced equimolarly on an Illumina HiSeq 2500 (Illumina) by the 
Next Generation Sequencing Facility at Vienna BioCenter Core Facilities (VBCF), member 
of the Vienna BioCenter (VBC), Austria. Multiple experiments (different time points and 
sorted fractions) were sequenced simultaneously, each identified by a unique barcode. 
Sequencing data were processed by converting unaligned BAM files into FASTA using 
bam2fastx. Experiment-specific barcodes (positions 7-10) were extracted together with the 
sgRNA sequence (positions 31-) into a new FASTA file, which was subsequently reverse-
complemented with seqtk seq. Next, the barcodes were used to demultiplex the FASTA 
file into experiment-specific files with ngs-tools split-by-barcode, using parameters –s 4 –d 
1, i.e. barcode size 4 and maximum 1 mismatch. For each of these files, we counted the 
number of identical sgRNA sequences with fastx_collapser and we assigned them to their 
known identifiers. These counts were employed for downstream data analysis. To provide 
a sufficient baseline for detecting sgRNA enrichment in experimental samples, we aimed to 
acquire >1000 reads per sgRNA in the sequenced sgRNA pool to compensate for variation 
in sgRNA representation inherent in the pooled plasmid preparation or introduced by PCR 
biases. Reads were normalized to the total number of library-specific reads per lane for each 
condition. To ensure a proper sgRNA representation in the initial plasmid pool, we used a 
cutoff of more than 10% average reads/sgRNA sequenced in the Plasmid-Pool (resulting in 
passing of 3050 out of 3239 sgRNAs). Enrichment analyses were performed using MAGeCK 48.
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ChIP sequencing
H3K27Ac and p300 ChIP-seq data from the inv(3) cell line MOLM1 as well as p300 ChIP-seq 
data from MUTZ3 were previously generated by our group and are available at ArrayExpress 
E-MTAB-2224 12. H3K27Ac (Abcam Cat# ab4729, RRID:AB_2118291) ChIPs were performed 
according to the standard ChIP protocol from Upstate. ChIP with antibodies direct against 
MYB (Millipore Cat# 05-175, RRID:AB_2148022) or p300 (Diagenode, #C15200211) were 
performed by first crosslinking for 45 minutes with DSG before formaldehyde crosslinking. 
ChIP samples were processed according to the Illumina TruSeq ChIP Sample Preparation 
Protocol (Illumina) or Diagenode Library V3 preparation protocol (Diagenode) and either 
sequenced single-end (1x 50 bp) on the HiSeq 2500 platform (Illumina) or paired-end (2x100 
bp) on the Novaseq 6000 platform (Illumina). Briefly, reads were aligned to the human 
reference genome build hg19 with bowtie 49 for single-end runs and bowtie2 50 for paired-
end runs, and bigwig files were generated for visualization with bedtools genomecov 51 and 
UCSC bedGraphToBigWig 52. Peaks were determined using the MACS2 program with default 
parameters 53. The tracks were normalised per million reads (RPM) and visualized as genome 
browser profiles using the Fluff package 54. 

Cut&Run 
H3K27Ac (Abcam Cat# ab4729, RRID:AB_2118291) Cut&Run libraries for the MUTZ3 bulk and 
sorted fragments were generated with an input of 200.000 cells. The protocol described 
by the Henikoff group was used to generate these tracks 55, using a 0.04% Digitonin buffer 
and with the addition of cOmplete, EDTA-free Protease Inhibitor Cocktail (Roche) and 1M 
Sodiumbutyrate (Sigma Aldrich) to all the buffers. Isolation was done according to the 
standard Phenol Chloroform protocol. Cut&Run samples were processed according to the 
protocol described by the Fazzio group 56 and sequenced paired-end (2x100 bp) on the 
Novaseq 6000 platform (Illumina). Reads were aligned similarly to ChIP-seq.

ATAC sequencing
Open chromatin regions were mapped by the ATAC-seq method as described 57 with a 
modification in the lysis buffer (0.30 M sucrose, 10 mM Tris pH 7.5, 60 mM KCl, 15 mM 
NaCl, 5 mM MgCl2, 0.1 mM EGTA, 0.1% NP40, 0.15 mM Spermine, 0.5 mM Spermidine, 2 
mM 6AA) to reduce mitochondrial DNA contamination. ATAC-seq samples were sequenced 
paired-end (2x 50 bp) on the HiSeq 2500 platform (Illumina) and aligned against the human 
genome (hg19) with bowtie2, allowing for a maximum 2000 bp insert size. Mitochondrial 
reads and fragments with mapping quality below 10 were removed. 

RNA sequencing
RNA was isolated either using Trizol or the Qiagen Allprep DNA/RNA kit and protocol 
(Qiagen, #80204). cDNA synthesis was done using the SuperScript II Reverse Transcriptase 

Selective requirement of MYB for oncogenic hyperactivation of a translocated enhancer in leukemia

5



238

kit (Invitrogen). Quantitative real-time PCR was performed by using primers (Table S4) as 
described previously 15 on the 7500 Fast Real-time PCR System (Applied Biosystems). For 
RNA sequencing, sample libraries were prepped using 500 ng of input RNA according to the 
KAPA RNA HyperPrep Kit with RiboErase (HMR) (Roche) using Unique Dual Index adapters 
(Integrated DNA Technologies, Inc.). Amplified sample libraries were paired-end sequenced 
(2x100 bp) on the Novaseq 6000 platform (Illumina) and aligned against the human genome 
(hg19) using STAR version 2.5.4b. Salmon 58 was used to quantify expression of individual 
transcripts, which were subsequently aggregated to estimate gene-level abundances with 
tximport 59. Human gene annotation derived from RefSeq 60 was downloaded from UCSC 
61 (RefGene) as a GTF file. Transcript-level abundances were normalized to transcripts per 
million (TPM) for visualization.

Amplicon sequencing
For amplicon sequencing we used a PCR-based NGS library preparation method in 
combination with the TruSeq Custom Amplicon index kit (Illumina). The first PCR for target 
selection (Table S4) was performed using Q5 polymerase (NEB), the second nested PCR, to 
add the index-adapters, with KAPA HiFi HotStart Ready mix (KapaBiosystems). Libraries were 
sequenced paired-end (2x 250 bp) on the MiSeq platform (Illumina). Reads were trimmed 
with trimgalore (Trim Galore, RRID:SCR_011847) to remove low-quality bases and adapters, 
and subsequently aligned to the human reference genome build hg19 with BBMap (BBmap, 
RRID:SCR_016965) allowing for 1000 bp indels. Mutations introduced by genome editing 
were analysed and visualised using CRISPResso2 62. Mutated sequences consisting of up to 
5% of sequenced reads were next analysed for differential binding with CIS- BP 63.
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Figure S1. Expression of EVI1 in inv(3)/t(3;3) AML is reversible. A. Flow cytometric analysis of CD34- and CD15-
stained inv(3;3) primary AML cells (AML-2) (left) and intracellular EVI1 in the gated fractions (right). B. Flow cytometric 
analysis of CD34- and CD15-stained inv(3;3) primary AML cells (AML-3) (left) and intracellular EVI1 staining in the 
gated fractions (right). C. Percentage of cells which were found positive for EVI1/3q26 rearrangements determined 
by three-colored FISH. D. Line graph showing numbers of MUTZ3 cells sorted into the indicated fractions and 
cultured for seven days. Error bars show standard deviation across three plates.
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Figure S2. Generation of an EVI1-GFP inv(3) AML model. A. Repair template consisting of a PUC19 backbone with 
a homology arm of the intron and last exon of EVI1 minus the STOP, a T2A site and GFP and the second homology
arm. The PAM sequence of sgRNA was omitted. B. Mono-allelic expression of EVI1 in MUTZ3 cells based on SNP
differences (top). PCR strategy (middle) for Sanger sequencing of genomic DNA of MUTZ3 WT and MUTZ3-EVI1-GFP 
(bottom). C. Western blot showing Dox-inducible Cas9 protein expression in MUTZ3-EVI1-GFP. Cas9 was induced 
with 1ug/ml Dox for 48h. D. Testing tightness of the system by sgRNA-mediated knockout of the cell surface marker 
CD46. Cells were transduced and followed up by flow cytometric analysis for two weeks at indicated days post 
infection (dpi). Without Dox no knockout of CD46 is detected, whereas upon Dox exposure a strong effect on CD46 
levels was observed. E. Growth in liquid cultures of fifteen colonies picked from methylcellulose (from experiment 
Figure 2H) from each sorted fraction. For each well, growth was defined as no growth (--), slow growth (+/-) or 
normal growth (++). F. Flow cytometric analysis of cells of sorted fractions 12 days after plating in methylcellulose 
stained with CD34 and CD15.
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Figure S3
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Figure S3. Unbiased CRISPR/Cas9 enhancer scan reveals one 1 kb region to be essential for EVI1 activation.  
A. Volcano plot of enrichment of sgRNAs in sorted GFPlow fractions at day 7, based on three independent experiments. 
For every sgRNA detected in the GFPlow fractions, the log2fold change (LFC) compared to –Dox values was plotted 
as a dot. Five sgRNAs targeting EVI1 were added to the sgRNA library as positive controls and are indicated in 
blue, sgRNAs targeting the AAVS1 region were added as negative controls indicated in red. The area highlighted in 
purple shows sgRNAs enriched at least two-fold (L2FC>1). B. Genome profile of the 18 kb translocated region with 
ChIP-seq showing binding of H3K27Ac, p300 and MYB in MUTZ3 cells and ChIP-seq of heptad transcription factors in 
CD34+ cells (24). C. Flow cytometry gating strategy for validation experiments. A lentiviral vector containing sgRNA8 
was transduced, Dox was added (+/- 4 days after transduction) and the cells were analyzed by flow cytometry at 
day 7 after Dox admission. D. Flowcytometric analysis of MUTZ3-EVI1-GFP cells upon sgRNA treatment. GFP signal 
shifts are shown upon transduction with lentivirus containing sgRNAs targeting EVI1 or a sgRNA targeting a region 
(Chr3:128336026) which was not enriched in the enhancer scan. Cells were analyzed by flow cytometry 7 days after 
Dox induction of Cas9. E. Editing frequency of the sgRNA 128336026p. Modified reads exhibited variations with 
respect to the reference human sequence. F. Zoom-in of the -110 kb GATA2 enhancer showing binding of H3K27Ac, 
p300 and open chromatin (ATAC), a track containing conservation scoring by phyloP (phylogenetic p-values) from 
the PHAST package (http://compgen.bscb.cornell.edu/phast/) and the mutations affecting motifs for known 
transcription factors in the GFPneg fractions.
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Figure S4. A MYB binding motif is essential for EVI1 rather than for GATA2 transcription. A. Ponceau red staining 
showing equal loading of protein of MUTZ3 protein lysates after DNA pulldown with immobilized WT, M1, M2 or M3 
sequences. B. ATAC-seq and MYB ChIP-seq profiles of the GATA2 enhancer region in CD34+ Bone Marrow and CD34+ 
Cord Blood cells, respectively. C. Bar plot showing allelic bias towards the translocated allele for ATAC-seq analysis 
based on a SNP (rs553101013). P-values were calculated using a χ2 test. D. Heatmap showing genome-wide MYB 
binding peaks as determined by the MACS2 peak calling algorithm, sorted for fold enrichment of MYB without Dox 
exposure. H3K27Ac and p300 binding at those sites are shown as well. E. Pattern of H3K27Ac, p300 ChIP-seq in MUTZ3 
cells at the BCL2 enhancer as well as MYB binding in MUTZ3-EVI1-GFP cells transduced with sgRNA8 with (+) or 
without (-) Dox induction of Cas9 for 7 days. F. Bar plot showing relative expression of MYB in Transcripts Per Million 
(TPM) in sorted fractions of MUTZ3 cells. Error bars represent standard deviation of two biological replicates. G. 
Editing frequency of K562 cells nucleofected with pX330-sgMYB.30 (Amplicon-seq_MYB.30) or pX330-sgRNA8 at 
day5 after nucleofection (Amplicon-seq_set1). Modified reads exhibited variations with respect to the reference 
human sequence. H. Western blot for MYB and GATA2 in K562 upon sgRNA-mediated MYB knockout (MYB.30) or 
MYB motif mutation (sgRNA8) at day 5 after nucleofection. GAPDH was used as loading control. I. MUTZ3 cells were 
treated with either TG3 (blue) or MYBMIM (red) at indicated concentrations and cell viability was determined by 
CellTiter-Glo three days after plating the cells in triplicate. J. Western blot using FLAG-specific antibody of MUTZ3 
nuclear extracts with pMY-FLAG-Evi1-IRES-GFP (Evi1) or empty vector (EV). After viral transduction GFP expressing 
cells were sorted and Evi1 expression was confirmed by Western Blot. Actin was used as loading control. K. p300 
and MYB ChIP-seq profiles of the BCL2 region in MUTZ3 cells treated with either 20 uM TG3 or MYBMIM for 48 h. 
L. Colony forming units (CFU) of CD34+ Cord Blood cells. Cells were cultured without peptide or treated with 20uM 
TG3 or MYBMIM for two days, and subsequently plated in methylcellulose. Error bars show standard deviation 
across three plates.
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ABSTRACT

Transcriptional deregulation is a central event in the development of acute myeloid leukemia 
(AML). To identify potential disturbances in gene regulation, we conducted an unbiased 
screen of allele-specific expression (ASE) in 209 AML cases. The gene encoding GATA binding 
protein 2 (GATA2) displayed ASE more often than any other myeloid or cancer-related gene. 
GATA2 ASE was strongly associated with CEBPA double mutations (CEBPA DM), with 95% of 
cases presenting GATA2 ASE. In CEBPA DM AML with GATA2 mutations, the mutated allele 
was preferentially expressed. We found that GATA2 ASE is a somatic event lost in complete 
remission, supporting the notion that it plays a role in CEBPA DM AML. Acquisition of GATA2 
ASE involved silencing of one allele via promoter methylation and concurrent overactivation 
of the other allele, thereby preserving expression levels. Notably, promoter methylation 
was also lost in remission together with GATA2 ASE. In summary, we propose that GATA2 
ASE is acquired by epigenetic mechanisms and is a prerequisite for the development of AML 
with CEBPA DM. This finding constitutes a novel example of an epigenetic hit cooperating 
with a genetic hit in the pathogenesis of AML. 

KEY POINTS

• GATA2 ASE is a somatic event strongly associated with CEBPA double mutations in AML
•  GATA2 ASE results from silencing of one allele by promoter methylation and overactivation 

of a super-enhancer in the other allele 
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INTRODUCTION

Transcriptional deregulation is a central event in cancer development1. In acute myeloid 
leukemia (AML), most driver mutations occur in genes related to transcription, RNA splicing, 
chromatin regulation and/or DNA methylation2. In addition to mutations in protein-coding 
genes, alterations involving cis-regulatory elements play a critical role in aberrant gene 
expression in AML3. Examples include aberrant expression of EVI1 thought translocation of 
the distal GATA2 super-enhancer in AML with 3q26 aberrations4 or focal amplification of distal 
MYC enhancers in AML with copy number changes in 8q245. Other mechanisms identified in 
other malignancies include DNA alterations in cis-regulatory regions6 and changes in binding 
sites for CTCF and cohesin7. Finally, in the absence of sequence variation, DNA methylation 
can modify gene expression, either directly by inducing promoter silencing8 or by preventing 
CTCF binding9.

Alterations in cis-regulatory regions usually affect a single DNA copy, leading to 
unbalanced expression of each allele controlled by these regulatory regions. For example, 
the gain of a super-enhancer selectively increases gene expression only in the allele where 
the new super-enhancer is created10. This phenomenon, termed allele-specific expression 
(ASE), can therefore serve as a tell-tale marker for cis-regulatory variation11. Besides acting 
as a surrogate marker, ASE can directly play a pathogenic role, e.g. by haploinsufficiency or 
preferential expression of a mutated protein12. In addition, ASE of specific genes may be 
associated with increased risk of cancer development13 or progression14, as shown for colon 
cancer15, breast cancer and ovarian cancer16 .

Extensive data focusing on the occurrence and relevance of ASE in AML are lacking. 
Here, we carried out a systematic study of genes with aberrant ASE in AML to uncover 
aberrantly expressed genes caused by abnormalities in cis-regulatory elements. To this end, 
we generated whole exome sequencing (WES) and RNA-seq data in a large representative 
cohort of AML patients and identified genes that recurrently exhibit ASE. Among those, 
GATA2 stood out prominently and exhibited a strong association with CEBPA double 
mutant. A multi-omics analysis of the GATA2 regulatory region showed that ASE is a result 
of concomitant promoter methylation on one allele and compensatory enhancer activation 
on the other allele. 
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METHODS

Allele-specific expression
To discriminate expression from different alleles, whole exome sequencing (WES) and RNA-
seq data were integrated using an in-house python script. First, single nucleotide variants 
(SNVs) were detected on the WES data and, secondly, allele-specific read counts at every 
SNV were computed in both WES and RNA-seq data. SNVs with fewer than 9 WES reads 
or 5 RNA-seq reads were excluded. Information was aggregated over all the SNVs in a 
gene and ASE was determined with False Discovery Rate (FDR) < 0.05 in a χ2 test and RNA 
variant allele frequency < 0.35 (Figure 1). VAF below 0.1 was defined as the threshold for 
monoallelic expression. After the initial exploratory screen, a targeted, manually curated 
analysis was conducted on GATA2 to identify cases missed by the automated pipeline -- ASE 
was defined only by RNA minor allele frequency < 0.35 for SNVs with more than 20 reads.

SNV-level 
ASE

Gene-level 
ASE

MAF < 0.35

FDR < 0.05

Primary AML samples
 (n=209)

Exome-seq

RNA-seq

SNVs VAF
DNA

VAF
RNA

Filtered
list

Figure 1. Schematic representation of the automated pipeline for allele specific expression detection. Raw 
reads were aligned by STAR (RNA-seq) or bwa (Exome-seq). Single nucleotide variants (SNVs) were called with an 
ensemble of programs and annotated based on function, population frequency and NGS statistics. This allowed the 
subsequent filtering of variants that were both real and informative. For every SNV, the variant allele frequency 
(VAF) at the DNA and RNA level was computed, and SNV information was aggregated at gene level. Finally, allele 
specific expression (ASE) was determined based on frequency of the minor allele (MAF) < 0.35 and false discovery 
rate (FDR) < 0.05 in a chi-square test.

Statistical association between mutations and genes with ASE
We calculated the statistical association between every possible pair of mutated genes 
and genes with ASE based on the co-occurrence of these two events in the patient cohort, 
using a Fisher’s exact test. For descriptive statistics and hypotheses tests involving clinical 
variables, the R package Atable17 was used with customized settings and functions.

Methylation analyses
Methylation analysis of the GATA2 locus were conducted using ERRBS data previously 
published by our group18 and bisulfite amplicon sequencing. Raw aligned reads and 
methylated base calls for CpGs were imported, filtered and normalized with the package 
methylKit19 (v1.13.1). Comparisons across groups of interest (CEBPA DM, AML with GATA2 
ASE and without) were performed with methylKit and average methylation levels were 
plotted along the GATA2 gene with Gviz20 (v1.28.3).
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Allele-specific methylation of GATA2 promoters was studied with CRISPR/Cas9-targeted 
enrichment followed by amplification-free long read sequencing by Oxford Nanopore21. 
Methylation likelihood ratios were estimated with Nanopolish22 and plotted separately for 
each allele using Gviz.

ChIP-seq and ATAC-seq analyses
ChIP-seq and ATAC-seq data were generated for a number of selected patients to investigate 
changes in enhancer and promoter regions. ChIP-seq and ATAC-seq were performed as 
described previously with slight modifications23,24.  ChIP-seq reads were aligned to the human 
reference genome build hg19 with bowtie and bigwig files were generated for visualization 
with bedtools genomecov25 (v2.27.1) and UCSC bedGraphToBigWig26. ATAC-seq reads 
were aligned to the human reference genome build hg19 with bowtie227 (v2.3.4.1), which 
is recommended for longer reads, and mitochondrial and duplicate reads were excluded. 
Bigwig files were generated as described above.

Enhancer regions were defined for quantification of eRNA from RNA-seq, as well as 
H3K27ac, H3K27me3 and ATAC-seq reads. Read counts in enhancer regions were computed 
with featureCounts28 (v1.5.0-p3) and differential analysis was conducted with DESEq229 
(v1.24.0). The results of this analysis were plotted in the GATA2 region with Gviz30 (v1.28.3).

An extended description of the methods is provided in the Supplemental Data. Quality 
metrics for the sequencing data generated in this study are available in Supplementary Table 
S1.
Data Sharing Statement
Sequence data has been deposited at the European Genome-phenome Archive (EGA, 
http://www.ebi.ac.uk/ega/), which is hosted by the EBI, under accession number 
EGAS00001004684.

RESULTS

GATA2 is the most recurrent gene with allele specific expression in AML
To identify instances of epigenetic dysregulation in AML, we performed whole exome 

sequencing (WES) and RNA-seq on leukemic blasts from 209 AML patient, representing all 
major subtypes of the disease. Combining both datasets, we assessed ASE in every gene with 
informative (non-homozygous) single nucleotide variants (SNVs) (Figure 1). Patients had a 
median of 36 genes with ASE, several of which were recurrently detected across multiple 
patients (525 in 5 or more patients). The number of genes with ASE was quite stable across 
patients and was comparable with findings in healthy donors (data not shown), making it 
unlikely that global mechanisms dictate ASE in AML. No association between genes with 
ASE in neighboring loci was detected across patients, indicating that causes of ASE were 
specific to each gene. The degree of ASE, measured by variant allele frequency (VAF) in 
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the RNA, varied widely across genes and patients: 22% of the ASE events were classified as 
monoallelic (VAF < 0.1). 

To increase the likelihood of disease-relevant observations, we subsequently selected 
genes previously reported to be involved either in cancer (COSMIC database31) or in myeloid 
development (GO:0030099). Of the genes with ASE complying with these criteria, the 40 
most recurrent across the patients of our cohort are included in Table 1 (see Supplementary 
Table S2 for the complete filtered list). The gene most commonly found to show ASE (37% 
of cases with informative SNVs) was GATA2, which encodes a transcription factor crucial for 
proliferation and maintenance of hematopoietic stem cells32. 

Table 1. Top 40 genes with recurrent ASE in an AML cohort of 209 patients.

Gene symbol N Evaluated cases % samples COSMIC Myeloid Diff

GATA2 66 178 37% YES YES
THBS1 36 124 29% NO YES
MYH11 20 199 10% YES NO
CA2 13 126 10% NO YES
MECOM 13 186 7% YES NO
SH3PXD2A 13 195 7% NO YES
CDKN2A 11 102 11% YES NO
JAG1 11 201 5% NO YES
L3MBTL3 11 156 7% NO YES
TRIM58 11 183 6% NO YES
CIB1 10 160 6% NO YES
FLT3 10 175 6% YES NO
HIP1 9 198 5% YES NO
PDE4DIP 9 198 5% YES NO
HSP90AB1 8 147 5% YES NO
L3MBTL1 8 155 5% NO YES
MGMT 8 150 5% YES NO
RUNX1 7 188 4% YES YES
USP6 7 149 5% YES NO
CD101 6 174 3% NO YES
FAT1 6 202 3% YES NO
IRF8 6 165 4% NO YES
MEIS1 6 156 4% NO YES
NPM1 6 134 4% YES NO
ABL1 5 153 3% YES NO
CIITA 5 196 3% YES NO
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Gene symbol N Evaluated cases % samples COSMIC Myeloid Diff

DNMT3A 5 188 3% YES NO
FAM20C 5 184 3% NO YES
LTF 5 188 3% NO YES
MYB 5 161 3% YES NO
PML 5 181 3% YES YES
PRDM2 5 151 3% YES NO
RMI2 5 148 3% YES NO
RPN1 5 159 3% YES NO
ZFHX3 5 201 2% YES NO
AKT1 4 178 2% YES NO
BAX 4 110 4% YES NO
BRCA1 4 170 2% YES NO
KMT2C 4 162 2% YES YES
KNSTRN 4 158 3% YES NO

The “N” column indicates how many patients present ASE for that gene. “Evaluated cases” indicates how many 
patients contained SNVs that could be evaluated in that gene. The “% samples” column results from dividing N by 
the number of evaluated cases. The last two columns indicate whether the gene is found in COSMIC database or is 
involved in myeloid differentiation (GO:0030099). Note that reportedly imprinted genes (according to GeneImprint) 
were filtered out.

Molecular lesions in AML exhibit preferential association with gene-specific ASE
Our next question was whether there are preferential associations between genes with ASE 
and AML-specific mutations. To this end, we selected mutations likely to be somatic (based 
on their known involvement in AML, presence in COSMIC and pathogenicity predictions) 
from the variants identified in the WES data (Supplementary Table S3) and calculated the 
statistical association between every possible pair of mutated genes and genes with ASE 
(Figure 2).

Unsurprisingly, we found strong associations between driver chromosomal translocations 
and allele specific expression of their constituent genes: t(11;23) and KMT2A, t(8;21) 
and RUNX/RUNX1T1, t(15;17) and PML, t(3;3) and MECOM, inv(16) and MYH11. Upon 
translocation to a different genomic region, genes previously under the control of another 
promoter (gene fusions) or enhancer (MECOM) acquire monoallelic expression. In addition, 
the analysis uncovered novel associations between ASE events and mutations, such as 
THBS1 with inv(16) (p-value = 0.0008), MYB with ETV6 (p-value = 0.0008), or LOX with 
SF3B1 (p-value = 0.0028). Among those, the association of GATA2 ASE with double CEBPA 
mutations (CEBPA DM, p-value = 2.18·10-5) and with GATA2 mutations (p-value = 0.0004) 
was the strongest.
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Figure 2. Association between genes with ASE and gene mutations or 
cytogenetic aberrations
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Figure 2. Association between genes with ASE and gene mutations or cytogenetic aberrations. Statistical 
association was computed with a 2-sided Fisher’s exact test and represented as -log10(p-value) for odds ratio > 1 
or log10(p-value) for odds ratio < 1. Positive values, indicating positive association, were depicted in red, whereas 
negative values were depicted in blue. For a clearer visualization, the limits of the scale were set at -4 and +4. 
Associations that achieve significance were highlighted with an empty (p-value < 0.05) or a full (p-value < 0.01) 
circle.

GATA2 ASE is strongly associated with CEBPA double mutant AML
Given the recurrence of GATA2 ASE and the prominent role of this gene in leukemogenesis, 
we further focused on GATA2. Therefore, using RNA-seq data, we manually inspected the 
GATA2 locus on IGV for all cases to ensure that no case had been excluded by the stringent 
filtering of our automated pipeline. This second analysis detected GATA2 ASE in 60% patients 
with informative SNVs, a substantial increase that was due to the inclusion of UTR regions 
(absent in the exome-seq data) and the absence of p-value filtering (Supplementary Figure 
S2).  All subsequent calculations are based on this second analysis of the data.

Notably, GATA2 ASE was detected in all evaluable patients with CEBPA double mutations 
(n=21; p-value = 1.57·10-5, Fisher’s test). A statistical analysis of clinically relevant variables 
revealed other positive associations, albeit weaker, of GATA2 ASE with normal karyotype, 
NPM1 mutations and FLT3-ITD mutations. There was no association with white blood cell 
count, age, sex or ELN 2017 classification (Table 2). Although GATA2 ASE is widespread in 
AML, the t(8;21) and t(11q23) subgroups –both involving fusion proteins– were negatively 
associated with GATA2 ASE.
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Table 2. Clinical characteristics of GATA2 ASE and GATA2 non-ASE groups.

Group GATA2 ASE
(n=103)

GATA2 non-ASE
(n=67)

p-value Effect Size (CI)

Sex     
     Female 48% (49) 39% (26) 0.34 0.72 (0.36; 1.4)
     Male 49% (50) 55% (37)
     Missing 3.9% (4) 6% (4)
Age
     Median (MAD) 48.00 (17.79) 47.00 (19.27) 0.79 -0.19 (-0.51; 0.13)
     Mean (SD) 48.70% (16.82) 45.57% (16.30)
     Range 15-86 17-77
     Missing 3.9% (4) 6.0% (4)
ELN classification
     Adverse 20% (21) 30% (20) 0.22 0.14 (0; 0.28)
     Favorable 50% (52) 37% (25)
     Intermediate 28% (29) 27% (18)
     Missing 0.97% (1) 6% (4)
WBC count
     Median (MAD) 43.00 (35.88) 62.00 (52.19) 0.28 0.29 (-0.065; 0.64)
     Mean (SD) 60.14% (50.10) 78.29% (80.29)
     Range 1-215 0-510
     Missing 15.5% (16) 26.9% (18)
NPM1
     Neg 58% (60) 79% (53) 0.005 2.7 (1.3; 6)
     Pos 42% (43) 21% (14)
FLT3-ITD 
     Neg 60% (62) 81% (54) 0.0068 2.7 (1.3; 6.2)
     Pos 40% (41) 19% (13)
CEBPA DM 
     Neg 80% (82) 100% (67) <0.001 NA (4; NA)
     Pos 20% (21)
CEBPA SM 
     Neg 96% (99) 96% (64) 1 0.86 (0.14; 6.1)
     Pos 3.9% (4) 4.5% (3)
CEBPA silenced 
     Neg 94% (97) 93% (62) 0.75 0.77 (0.19; 3.3)
     Pos 5.8% (6) 7.5% (5)
t(15;17)
     Neg 99% (102) 94% (63) 0.079 0.16 (0.0031; 1.6)
     Pos 0.97% (1) 6% (4)
     Missing 0% (0) 0% (0)
t(8;21)
     Neg 99% (102) 93% (62) 0.036 0.12 (0.0026; 1.1)
     Pos 0.97% (1) 7.5% (5)
inv(16)
     Neg 94% (97) 87% (58) 0.1 0.4 (0.11; 1.3)
     Pos 5.8% (6) 13% (9)
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Group GATA2 ASE
(n=103)

GATA2 non-ASE
(n=67)

p-value Effect Size (CI)

Normal karyotype
     Neg 36% (37) 67% (45) <0.001 4.4 (2.1; 9.7)
     Pos 57% (59) 24% (16)
     Missing 6.8% (7) 9% (6)
Complex karyotype
     Neg 70% (72) 64% (43) 0.73 0.75 (0.15; 4)
     Pos 4.9% (5) 6% (4)
     Missing 25% (26) 30% (20)

Descriptive statistics and hypotheses tests were computed for AML patients with or without GATA ASE using Atable. 
The p-value and the effect size of statistical tests evaluating association between these groups and clinical variables 
are shown in the “p-value” and “Effect size” columns, respectively. Effect size has been measured as odds ratio for 
categorical variables and Cohen’s D for numerical variables.
ELN indicates European LeukemiaNet; WBC, white blood cell; CI, confidence interval

GATA2 ASE was not significantly present in other AML subtypes known to be associated 
with CEBPA abnormalities, such as t(8;21)33 and CEBPA-silenced leukemias, both characterized 
by reduced CEBPA expression34,35 (Figure 3A). Moreover, single CEBPA mutations were not 
associated with GATA2 ASE either (p-value = 0.708). Therefore, GATA2 ASE in CEBPA DM 
does not seem to be a general result of abnormalities in CEBPA function or expression. 

The expressed GATA2 allele is frequently mutated in AML with CEBPA DM
The second mutated gene with the largest co-occurrence of GATA2 ASE was GATA2 itself 
(p-value = 0.0165). Interestingly, GATA2 was also mutated in 48% of the CEBPA DM cases in 
our cohort, and 19% carried a second subclonal GATA2 mutation (Table 3). This is in line with 
previous findings reporting that 40% of CEBPA DM cases co-occur with GATA2 mutations36. 
In cases with a GATA2 mutation, the mutant allele was always preferentially expressed. This 
suggests a functional connection between GATA2 and CEBPA DM, where ASE may play a 
cooperative role with GATA2 mutations.

We did not observe a difference in magnitude of GATA2 ASE (measured as VAF at RNA 
level) between CEBPA DM patients with or without GATA2 mutations (Supplementary Figure 
3C). Therefore, GATA2 ASE in CEBPA DM occurs independently of the number of GATA2 
mutations.

Our findings were further validated in the TCGA-LAML37 and in the Beat AML38 
datasets, where all 10 patients with CEBPA DM and informative SNVs presented GATA2 ASE 
(Supplementary Tables S4 and S5). Of these, three patients carried GATA2 mutations with 
preferential expression of the mutated allele (Supplementary Figure 4A, B).
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Figure 3. Occurrence of GATA2 ASE in AML subgroups
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Figure 3. Occurrence of GATA2 ASE in AML subgroups. (A) Barplot indicating the percentage of cases with GATA2 
ASE in each mutational subgroups. The color of the bars indicates the strength of the association as log10(p-value), 
with a sign determined by the nature of the association. The scale ranges from blue for negative associations to red 
for positive associations. The dotted horizontal line indicates the percentage of cases with GATA2 ASE in the whole 
AML cohort (B) Circos plot indicating the co-occurrence of mutations in AML and GATA2 ASE. (C) Bar plots for each 
CEBPA DM patient showing GATA2 ASE, observed by the discrepancy between VAF at the DNA level and VAF at the 
RNA level. An asterisk (*) indicates significance at FDR < 0.05 in a chi-square test.
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Table 3. GATA2 and CEBPA alterations in CEBPA DM patients. 

Patient ID RNA 
frequency

GATA2 
ASE

GATA2 
expression

GATA2 mutations GATA2 allele 
expressed

CEBPA 
mutations

CEBPA 
expression

CEBPA mut VAF

N Type (VAF) Mut1 Mut2

1316 0.233 SKEWED 106.2 0 . . N/C 483.9 0.462 0.448

2192 0.023 MONO 456.2 2 ZF1 (0.39), ZF2 
(0.59)

MUT (indel), 
MUT (0.97) N/C 390.3 0.526 0.486

2218 0.263 SKEWED 67.8 0 . . C/C 308.9 0.923 HMZ

2234 0.144 SKEWED 28.5 2 ZF1 (0.03) MUT (0.07) N/C 380.5 0.498 0.475

2240 0.223 SKEWED 41.0 1 ZF1 (0.02) MUT (0.03) N/C 328.0 0.486 0.461

2242 . UNKNOWN 55.5 0 . . N/C 162.0 0.472 0.447

2253 0.269 SKEWED 106.2 1 ZF1 (0.47), ZF2 
(0.07)

MUT (0.71), 
MUT (0.49) N/C 168.1 0.490 0.418

2273 0.0993 MONO 61.0 1 ZF1 (0.47) MUT (0.92) N/C 161.4 0.488 0.423

2545 0.037 MONO 106.5 1 ZF2 (0.39) MUT (0.96) N/C 274.7 0.497 0.484

2753 0.106 SKEWED 40.9 1 ZF1 (0.45) MUT (0.93) N/C 233.7 0.448 0.441

3101* 0.126 SKEWED 50.9 0 . . N/N 194.4 NA NA

3327 0.071 MONO 94.1 0 . . C/C 86.2 0.918 HMZ

4336 0.285 SKEWED 36.7 0 . . N/C 143.7 0.442 0.470

5352 0.174 SKEWED 24.3 0 . . N/C 417.6 0.472 0.412

5362 0.064 MONO 60.2 2 ZF1 (0.03), ZF2 
(0.49)

MUT (0.12), 
MUT (0.93) N/C 238.8 0.497 0.464

5364 0.097 MONO 113.9 0 . . N/N 427.4 0.283 0.277

6376 0.024 MONO 43.4 0 . . C/C 258.7 0.899 HMZ

7142 0.208 SKEWED 29.7 0 . . N/C 141.2 0.482 0.473

AML0104 0.107 MONO 66.6 0 . . C/C 264.1 0.422 HMZ

AML0129† 0.018 MONO 10.1 0 . . N/N 169.5 0.035 0.334

AML0135 0.097 MONO 60.3 2 ZF1 (0.19), ZF2 
(0.37)

MUT (0.46), 
MUT (0.87) N/C 125.0 0.399 0.173

UKR169 0.051 MONO 13.9 1 ZF1 (0.45) MUT (0.96) N/C 318.8 0.847 HMZ

“RNA frequency” indicates the proportion of reads that come from the minor allele for all the SNPs considered in 
the gene. “GATA2 ASE” was categorized as “monoallelic” for RNA frequency <= 0.10 or “skewed” for RNA frequency 
<= 0.35. The expression of GATA2 and CEBPA is presented in TPM as reported by Salmon. The “GATA2 mutations” 
column contains the number, type (ZF1/2) and VAF of the mutations identified in GATA2. The “GATA2 allele 
expressed” column includes the VAF of these same mutations measured in the RNA. The VAF of the two CEBPA 
mutations, based on deep amplicon-sequencing, is indicated in N- to C-terminus order. 
MONO indicates monoallelic expression; VAF, variant allele frequency; ZF, zinc finger; MUT, mutated allele; N/C, 
N-terminal/C-terminal mutation; HMZ, homozygous
*Amplicon-sequencing was not conducted for 3101 and CEBPA VAF is unavailable. 
†AML0129 has a CEBPA mutation in only one allele, but the other allele is not expressed; thus, it acts like a CEBPA 
homozygous mutation at the transcriptional level.
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Figure 4. GATA2 ASE is only present in leukemia cells. (A) Bar plot showing the absence of GATA2 ASE in CD34+ 
cells, of which 8 derived from bone marrow and 3 from cord blood (in orange). The average variant allele frequency 
(VAF) along the GATA2 gene at the DNA and the RNA levels is identical in all samples. (B) Comparison of VAF 
measured in RNA at diagnosis or remission in CEBPA DM samples. (C) Comparison of VAF measured in RNA at 
diagnosis or remission in NPM1 mutated samples.
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GATA2 ASE is a somatic event in CEBPA DM AML
Our observations suggest a role of GATA2 ASE in the pathogenesis of CEBPA DM AML, 
which would imply that GATA2 ASE should be leukemia-specific and not present in healthy 
controls. An analysis of bone marrow- (n=8) or cord blood-derived (n=3) hematopoietic 
stem cells from healthy individuals did not show any GATA2 ASE, indicating that GATA2 ASE 
is not commonly found in the general population (Figure 4A). 

To examine whether GATA2 ASE is indeed present at the time of leukemia development 
and lost upon achieving remission following treatment, we sequenced a second series of 
CEBPA DM cases (n=12) for which both diagnostic and complete remission material was 
available (Table 4). In these cases targeted GATA2 DNA and cDNA amplicon sequencing was 
applied, having previously confirmed that this technique recapitulates the RNA-seq results 
(Supplementary Figure 5). In the diagnostic samples, we again observed frequent GATA2 
ASE, although slightly less frequent than in the previous series (10/12 cases, 83%). 

At remission, biallelic expression of GATA2 was restored in 9 out of 10 CEBPA DM 
samples which showed GATA2 ASE at diagnosis (Figure 4B, Supplementary Figure S6A). 
The exception, case 27977, displayed completely monoallelic expression of GATA2 at both 
timepoints, potentially indicating that GATA2 ASE preceded leukemia development in that 
particular patient. Interestingly, that same patient exhibited one N-terminal CEBPA mutation 
in 50% of the cells in remission, suggesting that it carried a germline CEBPA mutation 
accompanied by germline GATA2 ASE. In a control group of AML with NPM1 mutations with 
GATA2 ASE at diagnosis we similarly observed GATA2 biallelic expression at remission (Figure 
4C, Supplementary Figure S6B).

Overall, these data indicate that GATA2 ASE is a leukemia-specific event since it is absent 
in healthy cells and is lost in complete remission. 

GATA2 promoters are differentially methylated in CEBPA DM AML
Methylation of CpG islands proximal to a transcriptional start site (TSS) may block 
transcription initiation and is correlated with loss of gene expression39. To explore this in the 
context of GATA2 ASE, we analyzed enhanced reduced representation bisulfite sequencing 
(ERRBS) data generated in a subset (n=35) of our AML cohort18.

The GATA2 gene encodes multiple isoforms with different TSS, all of which overlap with 
a long CpG island. We defined promoters as the 1000 bp regions upstream of the TSS of 
isoforms expressed in AML: a short (Prom-S) and a long (Prom-L) isoform (Supplementary 
Figure S7A). We compared methylation levels in these promoters for the following three 
groups (Figure 5A, Supplementary Figure S7B): 1. CEBPA DM AML with GATA2 ASE (CEBPA_
DM, n=10), 2. AML without CEBPA DM but with GATA2 ASE (Control_ASE, n=20) and AML 
without CEBPA DM and without GATA2 ASE (Control_BE, n=5). We identified significant 
hypermethylation in CEBPA DM in the promoter of the long GATA2 form with respect to 
Control_ASE (p-value < 0.0001), but not Control_BE (p-value = 0.0016). No significant 
differences were observed in the promoter of the short isoform. 
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For further validation, we conducted bisulfite treatment followed by amplicon-seq of 
GATA2 promoters in additional samples from the original cohort: 9 CEBPA_DM, 7 Control_
ASE and 2 Control_BE. Here, the regions were more narrowly defined, but sequenced 
with a higher resolution than that achieved by ERRBS. The results confirmed the previous 
observations (Figure 5B, Supplementary Figure S8A): the CEBPA_DM group exhibited 
hypermethylation in the promoter of the long GATA2 form when compared to Control_ASE 
(p-value < 0.0001) and Control_BE (p-value = 0.0571). Moreover, we conducted bisulfite 
sequencing on 4 paired diagnosis-remission samples of CEBPA DM where we had previously 
detected GATA2 ASE (Figure 4). In all cases, we observed a strong decline of methylation 
levels in Prom-L at remission, consistent with the notion that hypermethylation associated 
with GATA2 ASE is a leukemia-specific event (Figure 5C, Supplementary Figure S8B).

Table 4. Characteristics of CEBPA double mutant patients with remission material available. 
Patient 

ID
RNA 

freq D
Skewing RNA 

freq R
GATA2 mutations GATA2 

allele 
expressed

CEBPA 
mutations

CEBPA mutations VAF

Num. Type (VAF) Mut1-D Mut2-D Mut1-R Mut2-R

13975 41.21% NOT SKEWED 44.48% 0 . N/C 0.396 0.459 0.000 0.000

14006 17.81% SKEWED 47.66% 0 . N/N 0.882 HMZ 0.000 HMZ

14347 16.96% SKEWED 46.79% 1 ZF1 (0.49) MUT (0.82) N/C 0.457 0.420 0.000 0.183

17658 25.65% SKEWED 49.15% 0 . N/N 0.457 0.460 0.001 0.000

18522 23.43% SKEWED 46.39% 0 . C/C 0.781 HMZ 0.001 HMZ

24783 37.22% SKEWED 47.73% 0 . N/C 0.446 0.436 0.000 0.000

24819 28.66% SKEWED 42.23% 1 ZF1 (0.06) MUT (0.10) N/C 0.401 0.316 0.000 0.000

27899 24.73% SKEWED 42.33% 0 . N/C 0.470 0.460 0.000 0.000

27977 0.01% MONO 0.56% 0 . N/C 0.503 0.434 0.000 0.501

36832 41.03% NOT SKEWED 40.58% 0 . N/C 0.438 0.389 0.000 0.000

40126 12.85% SKEWED 47.57% 2 ZF1 (0.12), 
ZF1 (0.07)

MUT (0.16), 
MUT (0.11)

N/C 0.469 0.469 0.000 0.000

47293 14.71% SKEWED 41.46% 0 . N/C 0.435 0.459 0.000 0.001

“RNA frequency” indicates the proportion of reads that come from the minor allele for each SNP considered, 
and has been determined at diagnosis (D) or remission (R). “GATA2 skewing” was categorized as “monoallelic” 
(MONO) for RNA frequency <= 0.10 or “skewed” for RNA frequency <= 0.35.  The expression of GATA2 and CEBPA 
is presented in TPM as reported by Salmon. The “GATA2 mutations” column reports the VAF of the mutation at the 
DNA level between parentheses, whereas the “GATA2 allele expressed” column includes the VAF measured in the 
RNA. The VAF of the two CEBPA mutations is indicated in N- to C-terminus order, at diagnosis (D) and remission (R).
MONO indicates monoallelic expression; VAF, variant allele frequency; ZF, zinc finger; MUT, mutated allele; N/C, 
N-terminal/C-terminal mutation; HMZ, homozygous
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Figure 5. Methylation analysis of GATA2 promoters
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Figure 5. Methylation analysis of GATA2 promoters. (A) Differential methylation analysis of putative promoters of 
the two expressed GATA2 isoforms using ERRBS (Prom-S and Prom-L for Short and Long respectively). The following 
groups were compared: AMLs with CEBPA DM (CEBPA_DM, n=10), other AMLs with GATA2 ASE (Control_ASE, n=20) 
and AMLs with biallelic GATA2 expression (Control_BE, n=5). The y axis indicates the percentage (%) of methylation, 
averaged for all the CpG positions in each promoter region. (B) Differential methylation analysis of the promoters 
of the two expressed GATA2 isoforms using bisulfite treatment followed by amplicon-sequencing. Note that the 
amplified regions (denoted as S and L) are selections of the sequences examined in the ERRBS data. Groups were 
defined as described: CEBPA_DM (n=9), Control_ASE (n=7), Control_BE (n=2). (C) Methylation changes in GATA2 
promoters of paired diagnosis-remission samples from CEBPA DM AML patients.
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Methylation of GATA2 promoters is allele-specific and correlates with expression
To confirm that the less transcriptionally active GATA2 allele is repressed via methylation, we 
carried out CRISPR/Cas9-targeted enrichment of the GATA2 locus followed by amplification-
free long read sequencing in 4 CEBPA DM patients by Oxford Nanopore, which allows 
direct detection of methylation40. We estimated CpG methylation likelihood in each allele 
separately, based on a heterozygous SNP that also enabled ASE detection.

In general, the individual methylation patterns recapitulated the ERRBS data 
(Supplementary Figure S9A). The results were also consistent across different methylation 
callers (Supplementary Figure S9B). Interestingly, there were no differences in Prom-L 
between the two alleles, both of which were strongly methylated (Figure 6, Supplementary 
Figure S9C). Although CEBPA DM patients are uniquely methylated in this region, certain 
positions exhibited 100% methylation in the selected patients (Supplementary Figure S8A). 
This is incompatible with allele-specific methylation, and thus in line with the Nanopore 
results. On the other hand, 3/4 patients presented allelic specific methylation of the less 
abundant allele in Prom-S. This further supports the notion that the less transcriptionally 
active GATA2 allele is repressed via methylation in CEBPA DM.

GATA2 levels appear to be preserved by a compensatory mechanism involving its -110 
kb enhancer
Comparing expression levels across the abovementioned groups, there was no loss of GATA2 
transcript levels in AML patients with CEBPA DM (Figure 7A). We hypothesized that changes 
in the activity of a GATA2 enhancer in cis may compensate the absence of transcription 
from the other allele. The promoters of GATA2 interact with a variety of cis-regulatory 
elements that dictate tissue-specific expression, including the 9.5 kb intronic enhancer and 
the -110 kb distant super-enhancer41. The -110 kb enhancer (-77 kb in mice) is essential 
for embryogenesis, controls differentiation of CMPs and GMPs42, and its loss is involved in 
development of AML with inv(3)/t(3;3)4. Therefore, we examined changes in the activity of 
this enhancer. 

Differential expression analysis revealed that CEBPA DM cases exhibit increased 
transcription in all the elements contained within the GATA2 super-enhancer (p-value 
< 0.05, DESeq2) when compared to other AML cases, regardless of whether they exhibit 
GATA2 ASE or not (Figure 7B). Increased transcription in enhancer regions was shown 
to be allele-specific for 4/6 CEBPA DM samples where DNA sequencing information was 
available in that region (Figure 7C). Likewise, levels of both H3K27ac (Figure 7D) and ATAC-
seq (Supplementary Figure S10A) were higher for CEBPA DM cases than any other group in 
the GATA2 super-enhancer region. Interestingly, the patterns of allele specificity sometimes 
differed between enhancer RNA (eRNA) and H3K27ac data (Figure 7C, Figure 7E).

There were no significant differences in super-enhancer methylation, although it should 
be noted that the resolution of ERRBS in this area was low (Supplementary Figure S10B). 
Besides, there were no differences in H3K27me3 (Supplementary Figure S10C), a mark for 
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poised enhancers43. H3K27me3, which is mediated by the polycomb complex PRC2, is also 
present in the promoters of silenced genes and might prevent transcription44. However, we 
did not observe significant differences in any of the GATA2 locus regions examined, ruling 
out PRC2-mediated repression (Supplementary Figure S10D).

Altogether, these results support the notion that inactivation of one GATA2 allele by 
methylation is compensated by increased enhancer activity in the other allele, leading to 
maintenance of GATA2 levels. 
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Figure 6. Allele-specific methylation by Nanopore sequencing

M
et

hy
la

tio
n 

lo
g 

lik
el

ih
oo

d 
ra

tio

Figure 6. Detection of allele-specific methylation in GATA2 promoters. Differential methylation analysis of putative 
promoters of the two expressed GATA2 isoforms by Nanopore sequencing (Prom-S and Prom-L for Short and Long 
respectively). In 4 CEBPA DM patients, the more abundant allele (A) was compared to the less transcriptionally 
active allele (I) based on a heterozygous SNP: rs72983369 for 2240 and rs1573858 for 2253, 2273 and 3327. 
Methylation likelihood ratios computed by Nanopolish were averaged across all reads mapping to each allele.  
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Figure 7. Compensation of GATA2 levels by super-enhancer activation
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Figure 7. Compensation of GATA2 levels by super-enhancer activation. (A) Comparison of GATA2 expression levels 
in AML groups and CD34+ normal control cells (n=9). The following AML groups were compared: AMLs with CEBPA 
DM (CEBPA_DM, n=21), other AMLs with GATA2 ASE (Control_ASE, n=77) and AMLs with biallelic GATA2 expression 
(Control_BE, n=55). No loss of GATA2 expression is observed in CEBPA DM. (B) Analysis of eRNA expression in the 
GATA2 -110 kb super-enhancer. (C) Allele specific expression of eRNA in the GATA2 super-enhancer, comparing 
CEBPA_DM (n=21), Control_ASE (n=77) and Control_BE (n=55). The variant allele frequency (VAF) of the DNA and 
the eRNA are shown. An asterisk (*) indicates significance at FDR < 0.05 in a chi-square test. (D) Analysis of H3K27ac 
binding levels in the GATA2 -110kb super-enhancer, comparing CEBPA_DM (n=12), Control_ASE (n=30) and Control_
BE (n=31) (E) Allele specific binding of H3K27ac in the GATA2 super-enhancer. The variant allele frequency (VAF) of 
the DNA and the H3K27ac reads are shown. An asterisk (*) indicates significance at FDR < 0.05 in a chi-square test
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DISCUSSION

We detected GATA2 ASE in 60% of the AML cases, with a very strong association with CEBPA 
DM. Analysis of additional cohorts revealed that GATA2 ASE is found in  41/43 (95%) of 
CEBPA DM AML cases, and is a somatic, leukemia-specific event that is lost upon remission. 
In cases with GATA2 mutations, the mutated allele was preferentially expressed, but ASE 
was also present in the absence of GATA2 mutations. We show that our findings can be 
explained by simultaneous silencing of one allele by methylation and overactivation of 
the other allele via the -110 kb super-enhancer, resulting in unchanged, or even slightly 
increased, GATA2 levels. Collectively, these data suggest that GATA2 ASE is an important 
event in the development of AML with CEBPA DM. 

GATA2 encodes a transcription factor crucial for proliferation and maintenance of 
hematopoietic stem cells32. Balanced expression of functional GATA2 is critical for normal 
hematopoiesis, with alterations in either its expression or activity having been linked to 
leukemogenesis45. For instance, gain-of-function GATA2 mutations mediate acute myeloid 
transformation of chronic myeloid leukemia46, whereas loss-of-function germline mutations 
leading to GATA2 deficiency predispose carriers to familial myelodysplastic syndrome (MDS)/
AML47. These patients present a wide range of other phenotypic manifestations including 
immunodeficiency, pulmonary disease and lymphatic dysfunction48. Besides mutations in 
coding regions of the gene, these symptoms can be caused by mutations in an internal 
enhancer of GATA2, resulting in reduced expression of the gene product49. On the other 
hand, GATA2 overexpression has been suggested to be a poor prognostic marker in both 
pediatric50 and adult51 AML. Our findings demonstrate that GATA2 defects may not only be 
caused by mutations in the gene or its regulatory elements, but underscores the importance 
of epigenetic changes or “epimutations” in this gene in a subset of leukemias. 

These observations highlight the importance of a fine-tuned regulation of GATA2 
expression and point to a role of GATA2 ASE in the pathogenesis of AML. Accordingly, Celton 
et al.52 also reported frequent GATA2 ASE in a smaller cohort of 49 normal karyotype AML 
patients, though it should be noted that other genes were not considered in that study. In a 
much larger group of patients, we conclusively demonstrate that GATA2 displays ASE more 
often than any other known myeloid or cancer-related gene. Moreover, although GATA2 ASE 
is widespread in AML, we show it is distinctly associated with CEBPA DM, where both events 
co-occur in 95% of the 43 cases analyzed.  

Double CEBPA mutations define an AML subtype with a distinct gene expression profile 
and favorable clinical outcome53,54.  These patients typically exhibit a combination of an 
N- and C-terminal mutations in the CEBPA protein, disrupting its dimerization and DNA-
binding activities55. We did not find an association between GATA2 ASE and the type of 
CEBPA mutations present in each patient (Supplementary Figure 3D). 
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The specific association between GATA2 ASE and CEBPA DM suggests cooperativity of 
these two genes in the context of leukemogenesis. This is in keeping with the previously 
reported observation that GATA2 mutations are present in approximately 40% of the CEBPA 
DM cases. Somatic GATA2 mutations mainly cluster in the two zinc finger (ZF) domains of the 
protein, each with different functional implications56. The ZF1 domain (N-terminal) of GATA2 
contributes to the stabilization and specificity of DNA binding and mediates the interaction 
with FOG1, whereas the ZF2 interacts with CEBPA36. The role of these mutations in AML is 
a subject of ongoing research, with effects described on proliferation and differentiation 
(see Leubolt et al.56 for a recent review). ZF1 mutations are strongly associated with CEBPA 
DM, where they may play a cooperative role: the mutations lead to reduced transcription 
of CEBPA targets36. All the cases of our cohort with GATA2 mutations exhibited at least an 
aminoacid change in ZF1, but those with two mutations had a second hit in ZF2. Strikingly, 
both GATA2 mutations were always in the same allele, which was preferentially expressed. 
In a recent study of recurrently mutated genes in AML, Batcha et al.57 also identified allelic 
imbalance towards mutant GATA2, though their effort was limited to 11 genes harboring 
recurring mutations. Similarly, Al Seraihi et al. reported GATA2 ASE favoring the mutated 
allele in a family with inherited GATA2-mutated MDS/AML58. In contrast, Kozyra et al. recently 
described synonymous GATA2 mutations in patients with MDS that lead to decreased 
transcript stability, leading to ASE favoring the wild type alele59. In CEBPA DM AML patients 
with GATA2 mutations, the presence of GATA2 ASE can be explained because it leads to 
dominance of the mutated allele. However, because GATA2 ASE was also observed in the 
vast majority of CEBPA DM cases without GATA2 mutations, we hypothesize that GATA2 ASE 
precedes the acquisition of mutations.

The average expression of GATA2 in CEBPA DM patients was comparable to other 
AMLs, even in cases with monoallelic GATA2 expression. We show that this is due to DNA 
methylation-mediated gene silencing of the repressed allele, compensated by overactivation 
of the long-distance -110 kb GATA2 super-enhancer on the other allele (Supplementary 
Figure S11). Interestingly, this is the same regulatory element involved in AML with t(3;3)/
inv(3)4, as well as many other atypical 3q26 translocations60. However, in these leukemias loss 
of the GATA2 super-enhancer results in GATA2 haploinsufficiency, which accelerates EVI1-
driven leukemogenesis61. Given the very strong association between GATA2 ASE and CEBPA 
DM, we hypothesize that GATA2 ASE also contributes to CEBPA-mediated leukemogenesis, 
albeit the exact mechanisms remain unclear. One possibility is that silencing of one allele 
and enhancer activation of the other allele do not originate at the same time. Instead, high 
levels of GATA2 driven by the -100 kb enhancer may contribute to leukemia initiation in 
preleukemic cells, whereas loss of expression may be favored in later stages. This hypothesis 
is consistent with the findings by Saida et al. in inv(16) AML models, where Gata2 expression 
is upregulated in the preleukemic phase, but monoallelic Gata2 deletions lead to a more 
aggressive phenotype in the leukemic stage62. Studies using Cebpa DM mouse leukemias in 
vivo63 could further clarify the order of acquisition of Gata2 ASE in those leukemias. 
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The acquisition of methylation and acetylation marks in the absence of changes in the 
DNA constitutes an example of “epimutation”64. Such epigenetic modifications have been 
extensively detected in cancer, often affecting the expression levels of tumor suppressor 
genes65. Here, we show that epimutations leading to GATA2 ASE are mostly somatic and 
lost at remission, which further supports the notion that they play a role in leukemia 
development. Although hyperactivation of the -110 kb super-enhancer was not reported, 
other studies had previously detected hypermethylation of the GATA2 promoter in non-
CEBPA DM cases52,58. Why GATA2 is prone to acquisition of these epimutations and how or 
when they are exactly incorporated remains to be elucidated. One intriguing possibility is 
that GATA2 ASE is acquired at a certain differentiation stage that becomes the leukemia cell 
of origin. Given that other subgroups with CEBPA abnormalities (other than mutations) do 
not show a similar pattern, we propose that ASE of GATA2 is not a consequence of CEBPA 
mutations. Intriguingly, methylation levels of other AML cases with GATA2 ASE are low, 
suggesting there might be another mechanism at play in those. 

In a single patient with CEBPA DM we observed GATA2 ASE at diagnosis as well as in 
remission, which poses several questions for future research. First, GATA2 ASE in remission 
marrow should be analyzed in a much larger cohort to determine the frequency of such a 
condition. Second, it would be interesting to determine whether GATA2 ASE was already 
present in bone marrow progenitors before leukemic transformation and, if so, whether it 
was somatically acquired or present in the germline. Importantly, this would suggest that an 
SNV in a regulatory domain of GATA2 is responsible for such an effect. 

In summary, GATA2 ASE is a somatic event that is epigenetically acquired in almost all 
CEBPA DM AML cases, suggesting it plays a key role in the development and/or progression 
of this leukemia subtype – a notion further supported by the association between GATA2 
mutations and CEBPA mutations. The specific mechanisms remain unclear, but the importance 
of fine-tuned GATA2 regulation points to GATA2 levels. Thus, we propose that increased 
levels of GATA2 mediated by over-activation of the super-enhancer, in collaboration with 
CEBPA mutations, might be an early event in leukemic transformation. Later, allele-specific 
silencing would result in stabilization of GATA2 levels in leukemic blasts.
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SUPPLEMENTARY INFORMATION

SUPPLEMENTARY METHODS

Patient material
Samples of de novo AML patients were collected from the biobanks of the Erasmus MC 
Hematology department (Rotterdam, The Netherlands) and the University Hospital 
Regensburg Internal Medicine department (Regensburg, Germany). Mononuclear cells 
were isolated from bone marrow or peripheral blood as described previously1. Nine CD34+ 
bone marrow cells from healthy allogenic donors were obtained from the Erasmus MC 
bone marrow transfer unit, and three CD34+ cord blood cells from healthy infants were 
obtained from the University Hospital Regensburg. All patients provided written informed 
consent in accordance with the Declaration of Helsinki. Patient blasts were stored at -80°C 
in RLT+ buffer (Qiagen) and RNA and DNA was isolated using the AllPrep DNA/RNA mini kit 
(Qiagen, #80204) or stored in RNABee (Tel-Test, Inc.) and isolated by standard diagnostic 
procedures. RNA was converted into cDNA using the SuperScript II Reverse Transcriptase 
(Thermo Fischer Scientific) according to standard diagnostic procedures.

RNA sequencing
Sample libraries were prepped using 500 ng of input RNA according to the KAPA RNA 
HyperPrep Kit with RiboErase (HMR) (Roche) using Unique Dual Index adapters (Integrated 
DNA Technologies, Inc.). Amplified sample libraries were paired-end sequenced (2x100 bp) 
on the Novaseq 6000 platform (Illumina) and aligned against the human genome (hg19) 
using STAR v2.5.4b2. 

Whole exome sequencing
The Genomic DNA Clean & Concentrator kit (ZYMO Research) was used to remove EDTA from 
the DNA samples. Sample libraries were prepared using 100 ng of input according to the 
KAPA HyperPlus Kit (Roche) using Unique Dual Index adapters (Integrated DNA Technologies, 
Inc.). Exomes were captured using the SeqCap EZ MedExome (Roche Nimblegen) according 
to SeqCap EZ HyperCap Library v1.0 Guide (Roche) with the xGen Universal blockers – TS Mix 
(Integrated DNA Technologies, Inc.). The amplified captured sample libraries were paired-
end sequenced (2x100 bp) on the Novaseq 6000 platform (Illumina) and aligned to the hg19 
reference genome using the Burrows-Wheeler Aligner (BWA)3, v0.7.15-r1140.

Allele-specific expression
In most ASE studies, DNA-seq and RNA-seq reads carrying reference and alternative alleles 
are counted as heterozygous single nucleotide variants (SNVs). Analysis of small insertions 
or deletions (indels) is technically very challenging and is rarely attempted, since alignment 
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errors over loci are pervasive4. In addition, a critical step is the correct identification of 
true heterozygous variants, which is hampered by intrinsic shortcomings of short read 
sequencing: sequencing errors, mapping to repetitive regions and other technical biases. 
Lastly, analyses must account for non-pathogenic processes leading to ASE, such as 
X-chromosome inactivation, imprinting and random monoallelic expression, which occur 
naturally in all cells and are necessary for their normal function5. 

To discriminate expression from different alleles, single nucleotide variants (SNVs) were 
first detected at the DNA level. This step was performed with a custom script that integrated 
variants called by multiple software tools, including HaplotypeCaller and MuTecT2 from 
GATK6, VarScan27 and bcftools8. The combined list of SNVs was subjected to stringent 
filtering to remove low-quality positions, considering the following criteria: a) strand bias, b) 
sequencing depth, c) alignment and base calling score, d) mappability. A highly optimized in-
house tool (annotateBamStatistics) was then used to compute DNA and RNA allele-specific 
read counts at every SNV position from their respective alignment (BAM) files. Positions 
with fewer than 9 WES reads or 5 RNA-seq reads were excluded. For every gene, counts 
from all SNVs were summed to create a 2x2 contingency table (variables MAJOR/MINOR 
and DNA/RNA) and a χ2 test of independence was conducted. Finally, skewed expression 
was determined for genes with False Discovery Rate (FDR) < 0.05 and RNA minor allele 
frequency < 0.35. To prevent false positives derived from excessive variants at low depth, 
genes with <= 10 RNA-seq reads/SNP were removed. Furthermore, genes with variants per 
kb of exonic length (VPKE) above > 1.5 and in the 95th percentile were discarded. The results 
were validated by visual examination of the DNA-seq and RNA-seq BAM files in IGV9.

After the initial exploratory screen, a targeted, manually curated analysis was conducted 
on GATA2 to identify cases missed by the automated pipeline. Since the coverage of WES 
is low or null in UTR regions, where SNVs are often located, detection of ASE was based 
only on RNA-seq for samples without SNVs in any other part of the gene. For example, 
cases 2240 and 4336 had very low DNA coverage in the 3’-UTR of the gene, resulting in the 
exclusion of SNVs in that area. Moreover, ASE was determined only with RNA minor allele 
frequency < 0.35 for positions with more than 20 reads, without statistical testing. 

Differential expression analysis
Salmon10 was used to quantify expression of individual transcripts, which were subsequently 
aggregated to estimate gene-level abundances with tximport11. Human gene annotation 
derived from GENCODE12 (v30) was downloaded as a GTF file. Both gene- and transcript-
level abundances were normalized to counts per million (CPM) for visualization in the 
figures of this paper. Differential gene expression analysis of count estimates from Salmon 
was performed with DESEq213 (v1.24.0). For the comparison of groups with and without 
GATA2 allele-specific expression, we removed samples with <1 TPM from the “no ASE” 
group in order to prevent them from skewing the average expression levels.
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Statistical association between mutations and genes with ASE
Since we did not have control material for the studied AML patients, we selected mutations 
likely to be somatic among the variants identified by WES based on functional annotation 
by Annovar14. Thus, we first considered mutations complying with the following criteria: a) 
located in exons or in splicing acceptor regions, b) non-synonymous SNV or indels, c) with 
a VAF of at least 5%, d) previously reported in AML or relevant for myeloid development. 
Single nucleotide polymorphisms (SNPs) with a population frequency higher than 0.01 
were excluded unless they were reported in the COSMIC database v88, in at least 5 
hematological cancers15. Variants present in a healthy donor (though not a paired matched 
control) were also removed to further eliminate common variants and technical artifacts. 
Finally, probable oncogenic variants were selected as those that fulfilled one or more of the 
following conditions: i) in COSMIC database; ii) frameshift, stopgain or startloss; iii) majority 
of damaging functional predictions by tools such as PolyPhen, SIFT, LRT and others. The list 
was further validated by manual inspection.

We compiled the mutations identified in all patients into a matrix where samples are 
rows and genes are columns (Supplementary Table S3). Subsequently, we calculated the 
statistical association between every possible pair of mutated genes and genes with ASE 
based on the co-occurrence of these two events in the patient cohort, using a Fisher’s exact 
test. The results were presented as a heatmap, where the -log10(p-value) was multiplied 
by the sign of the odds ratio, in such a way that high positive values correspond to positive 
associations, whereas negative values correspond to negative associations.

For descriptive statistics and hypotheses tests involving clinical variables, the R package 
Atable16 was used with customized settings and functions. Statistical tests involving numerical 
variables (e.g. age) were computed with a Kolmogorov-Smirnov test and the effect size was 
measured with Cohen’s D. Categorical variables (e.g. gene mutations) were tested with a 
Fisher’s exact test and the effect size was measured as odds ratio.

TCGA and Beat AML cohorts
We obtained authorization from the TCGA and the Beat AML consortia to download and 
analyze their data. Since they were only used for validation of GATA2 ASE in CEBPA DM 
cases, the datasets were downloaded in BAM format and not realigned afterwards.
Following the same criteria used in our in-house cohort, we defined CEBPA DM as samples 
with either 2 CEBPA mutations or a single mutation with VAF > 50% (homozygous). In the 
TCGA cohort, we detected 19 samples with CEBPA mutations, 5 of which were bona fide 
CEBPA DM. However it is likely there are more because CEBPA is difficult to sequence due 
its high CG content, and previous studies generally report a similar number of single and 
double mutant CEBPA17,18. In the Beat AML cohort, we detected 15 cases complying with our 
definition. Of these 15 cases, data from DNA and RNA was only available to us for 6 cases, 
two of which had GATA2 mutations.
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Amplicon sequencing
Custom amplicon sequencing panels were designed for the 3 major isoforms for both 
DNA and cDNA level using DesignStudio Sequencing Assay Designer (Illumina) (See 
Supplementary Table S6). A nested PCR was used to generate the libraries. The first PCR was 
used to generate the amplicons using the Q5 High-Fidelity DNA Polymerase (New England 
Biolabs, NEB) with the following PCR program: 98°C 5 minutes, 98°C 30 seconds, 64°C for 
cDNA/69°C for DNA 30 seconds, steps 2 and 3 were repeated for 25 cycles, followed by 
72°C for 7 minutes. A 0,8x AMPure XP Bead cleanup (Beckman Coulter) was done according 
to the manufacturer�s protocol before the adapters were ligated in the second PCR using 
the KAPA HiFi Hotstart Ready Mix (Roche) with the following PCR program: 95°C 5 minutes, 
98°C 20 seconds, 66°C 30 seconds, 72°C 30 seconds, steps 2, 3 and 4 were repeated for 
10 cycles, followed by 72°C for 1 minute. The amplified libraries were cleaned up using a 
1,1x AMPure XP Bead cleanup according to the manufacturer’s protocol followed by paired-
end sequencing (2x250 bp) using the MiSeq platform (Illumina) and aligned to the hg19 
reference genome.

ERRBS data and analysis
ERRBS data previously published by our group were retrieved from public repositories19. Raw 
aligned reads and methylated base calls for CpGs were imported, filtered and normalized 
with the package methylKit20 (v1.13.1). CEBPA silenced leukemias were excluded from the 
analysis due to their strongly methylated profile, which sets them apart from any other 
AML subtype 21,22. Promoter regions were defined as the 1000 bp region upstream of the 
transcriptional start site (TSS) of transcripts in the Ensembl gene annotation, which was 
downloaded with the biomaRt package23. Comparisons across groups of interest (CEBPA 
DM, AML with GATA2 ASE and without) were performed with methylKit and average 
methylation levels were plotted along the GATA2 gene with Gviz24 (v1.28.3). AML samples 
with rearrangements involving the 3q21 region were excluded because in that AML subtype 
GATA2 ASE is due to loss of the distal -110 kb GATA2 super-enhancer25.

Targeted bisulfite DNA amplicon sequencing
For the bisulfite conversion of genomic DNA, the EZ DNA methylation kit (Zymoresearch 
D5001) was used. Purified, converted DNA was used to generate amplicon libraries with 
a 2-step PCR amplification. In the step 1 PCR, the GATA2 promoter regions were amplified 
using primers that contain the GATA2 promoters and the Illumina sequencing primers. 
Amplification was performed using EpiMark Hot Start Taq DNA Polymeras (NEB), 0.2 μM 
each primer, and 2 μl of purified, converted genomic DNA. Cycling conditions were initial 
denaturation at 95°C for 30 s, 40 cycles of denaturation at 95°C for 30 s, annealing at 54°C 
for 60 s, and elongation at 68°C for 60 s, followed by a final elongation step at 68°C for 5 min. 
The amplicons were cleaned up with 0.8x AMPure XP (Agencourt/Beckman Coulter) beads 
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by following the manufacturer’s instructions. The step 2 PCR targets the Illumina sequencing 
primer to add the indices. Amplification was performed using EpiMark Hot Start Taq DNA 
Polymeras (NEB) with 0.4 μM of each primer and 10 ng purified amplicon. Cycling conditions 
were initial denaturation at 95°C for 5 min, 10 cycles of denaturation at 95°C for 20 s, 
annealing at 66°C for 30 s, and elongation at 68°C for 60 s, followed by a final elongation 
step at 68°C for 5 min. The amplicons were cleaned up with 1.1x AMPure XP (Agencourt/
Beckman Coulter) beads according to the manufacturer’s instructions. Sequencing was 
done using the Illumina MiSeq platform.

Oxford Nanopore sequencing and analysis
CRISPR/Cas9-targeted enrichment followed by amplification-free long read sequencing by 
Oxford Nanopore were performed as previously described21. Briefly, genomic DNA isolated 
from fresh frozen samples was dephosphorylated and crRNAs were used to target Cas9 to 
the GATA2 locus. Following the introduction of double-strand breaks, Oxford Nanopore 
sequencing adapters were ligated and the resulting libraries were sequenced on Flongle 
flow cells. Two crRNA sequential guides were designed for each end of the targeted region, 
namely:
3’ exonic end: TGGCTGGCATCGTGTTCCCC, GCCCAGGGCCCCAGGCGTTC
5’ promoter end:  TTTCACTCTCCCTGATCTGC, AAGCCCAAGCACTTTCCCTC

Nanopore reads were aligned with bwa using default settings. The reads in the targeted 
region spanned 10 kb of the GATA2 gene, ranging from Prom-L to the third exon and 
including at least one heterozygous SNP to enable distinction between two alleles. The 
reads were  thus assigned to one of two alleles based on this SNP, previously detected in 
the WES data: rs1573858 (C/G) for 2253, 2273 and 3327 and rs72983369 (A/G) for 2240. 
The alleles were labeled as either active (A) or inactive (I) depending on whether they were 
expressed, according to RNA-seq data. 

A methylation log likelihood ratio (modified base/canonical base) was computed with 
Nanopolish for every CpG position in the captured region26.  Average log likelihood ratios 
(LLR) of all the reads in either the A or I alleles were computed across the entire region of 
interest, and plotted using the R package Gviz24. This was done for each patient separately, 
effectively linking methylation levels and allele expression in every case. Furthermore, the 
data were aggregated in the putative promoter regions defined for the bisulfite sequencing 
analysis (Prom-L, Prom-S) and the alleles were compared with a Wilcoxon rank-sum test. For 
the methylation profile depicted in Figure S9A, LLR of individual reads were converted into 
discrete methylation values as follows: 100 if LLR > 1, 50 if -1 < LLR < 1, 0 if LLR < -1. When 
aggregated across all reads, these values result in frequences resembling data from bisulfite 
sequencing.

In addition to Nanopolish, other methylation callers were tested in patient 3327, 
including Megalodon and Guppy. They all showed high consistency in their methylation 
calls, as shown in Figure S9B.
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ChIP-seq data and analysis
ChIP-seq data were generated for a number of selected patients to investigate changes in 
enhancer and promoter regions. ChIP was performed as described previously with slight 
modifications27. Briefly, cells were crosslinked with 1% formaldehyde for 10 minutes at room 
temperature and the reaction was quenched with glycine at a final concentration of 0.125 M. 
Chromatin was sheared using the Covaris S220 focused-ultrasonicator to an average size of 
250–350 bp. A total of 2.5 µg of antibody against H3K27ac (Abcam, ab4729) was added to 
sonicated chromatin of 2 × 106 cells and incubated overnight at 4 °C. Protein A sepharose 
beads (GE healthcare) were added to the ChIP reactions and incubated for 2 h at 4 °C. Beads 
were washed and chromatin was eluted. After crosslink reversal, RNase A and proteinase K 
treatment, DNA was extracted with the Monarch PCR & DNA Cleanup kit (NEB). Sequencing 
libraries were prepared with the NEBNext Ultra II DNA Library Prep Kit for Illumina (NEB) 
according to the manufacturer’s instructions. The quality of dsDNA libraries was analyzed 
using the High Sensitivity D1000 ScreenTape Kit (Agilent) and concentrations were assessed 
with the Qubit dsDNA HS Kit (Thermo Fisher Scientific). Libraries were single-end sequenced 
on a HiSeq3000 (Illumina).

ChIP-seq reads were aligned to the human reference genome build hg19 with bowtie 
and bigwig files were generated for visualization with bedtools genomecov28 (v2.27.1) and 
UCSC bedGraphToBigWig29. Peak calling was performed with MACS230 (v 2.1.2) using default 
settings.

ATAC-seq data and analysis
ATAC-seq data were generated for a number of selected patients to investigate changes 
in enhancer and promoter regions. ATAC-seq was essentially carried out as described in31. 
Briefly, prior to transposition the viability of the cells was assessed and 1 × 106 cells were 
treated in culture medium with DNase I (Sigma) at a final concentration of 200 U ml−1 for 
30 minutes at 37 °C. After Dnase I treatment, cells were washed twice with ice-cold PBS, and 
cell viability and the corresponding cell count were assessed. 5 × 104 cells were aliquoted 
into a new tube and spun down at 500 × g for 5 minutes at 4 °C, before the supernatant was 
discarded completely. The cell pellet was resuspended in 50 µl of ATAC-RSB buffer (10 mM 
Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl2) containing 0.1% NP-40, 0.1% Tween-20, and 
1% Digitonin (Promega), and was incubated on ice for 3 minutes to lyse the cells. Lysis was 
washed out with 1 ml of ATAC-RSB buffer containing 0.1% Tween-20. Nuclei were pelleted 
at 500 × g for 10 minutes at 4 °C. The supernatant was discarded carefully and the cell pellet 
was resuspended in 50 µl of transposition mixture (25 µl 2× tagment DNA buffer, 2.5 µl 
transposase (100 nM final; Illumina), 16.5 µl PBS, 0.5 µl 1% digitonin, 0.5 µl 10% Tween-20, 
5 µl H2O) by pipetting up and down six times. The reaction was incubated at 37 °C for 
30 minutes with mixing before the DNA was purified using the Monarch PCR & DNA Cleanup 
Kit (NEB) according to the manufacturer’s instructions. Purified DNA was eluted in 20 µl 
elution buffer (EB) and 10 µl purified sample was objected to a ten-cycle PCR amplification 
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using Nextera i7- and i5-index primers (Illumina). Purification and size selection of the 
amplified DNA were carried out with Agencourt AMPure XP beads. For purification the ratio 
of sample to beads was set to 1:1.8, whereas for size selection the ratio was set to 1:0.55. 
Purified samples were eluted in 15 µl of EB. Quality and concentration of the generated 
ATAC libraries were analyzed using the High Sensitivity D1000 ScreenTape Kit (Agilent) and 
libraries were sequenced paired-end on a NovaSeq (Illumina).

ATAC-seq reads were aligned to the human reference genome build hg19 with bowtie232 
(v2.3.4.1), which is recommended for longer reads, and mitochondrial and duplicate reads 
were excluded. Bigwig files were generated as described above. Peak calling was also 
performed with MACS230 (v 2.1.2), but with the following settings: --nomodel --shift 100 
--extsize 200.

Identification and analysis of enhancer regions
Enhancer regions were defined for quantification of eRNA from RNA-seq, as well as 
H3K27ac, H3K27me3 and ATAC-seq reads. Therefore, they were chosen based on two 
complementary criteria: a) expression of eRNA, and b) active enhancers in AML. To that end, 
we downloaded putative enhancers detected by CAGE-seq by the FANTOM consortium33 
(human_permissive_enhancers_phase_1_and_2.bed) and intersected them with merged 
H3K27ac ChIP-seq peaks from 30 AML patients. The resulting BED file was then converted 
into GTF with the UCSC tools bedToGenePred and genePredToGtf29. Read counts in enhancer 
regions were computed with featureCounts34 (v1.5.0-p3) and differential analysis was 
conducted with DESEq213 (v1.24.0). The results of this analysis were plotted in the GATA2 
region with Gviz24 (v1.28.3).
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SUPPLEMENTARY FIGURESFigure S1. Association between genes with ASE and FAB classification
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Figure S1. Association between genes with ASE and FAB classification. Statistical association was computed with 
a 2-sided Fisher’s exact test and represented as -log10(p-value) for odds ratio > 1 or log10(p-value) for odds ratio < 
1. Positive values, indicating positive association, were depicted in red, whereas negative values were depicted in 
blue. For a clearer visualization, the limits of the scale were set at -4 and +4. Associations that achieve significance 
were highlighted with an empty (p-value < 0.05) or a full (p-value < 0.01) dot.
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Figure S2. IGV visualization of GATA2 ASE in CEBPA DM AML patients 

Figure S2. IGV visualizatiovv nucleotide variants (SNVs) have a variant allele frequency (VAF) close to 50% in the 
DNA track, but one allele is preferentially expressed in the RNA. Rectangles highlight SNVs that indicate presence of 
ASE. In brown, CEBPA DM with ASE detected by the automated pipeline. In green, patient 2242, where the absence 
of SNV in GATA2 makes it impossible to determine ASE. In blue, patients where GATA2 ASE was not detected by the 
automated pipeline due to low coverage in exonic regions.
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Figure S3. Associations between GATA2 ASE and other parameters
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Figure S3. Associations between GATA2 ASE and other parameters. (A) Correlation between GATA2 ASE (measured 
as frequency of reads coming from the minor allele in the RNA) and GATA2 expression in the CEBPA DM group. 
(B) Correlation between GATA2 ASE and GATA2 expression in the whole cohort (only patients with SNVs, n=170). 
(C) Association between the number of GATA2 mutations and GATA2 ASE (D) Association between type of CEBPA 
mutations and GATA2 ASE 
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Figure S4. Confirmation of GATA2 ASE in CEBPA DM patients from other cohorts. Rectangles highlight SNVs that 
indicate presence of ASE. (A) IGV visualization of 5 cases identified in the TCGA-LAML cohort. (B) IGV visualization 
of 8 cases identified in the Beat AML cohort.
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Figure S6. GATA2 ASE detected at diagnosis is restored at remission
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Figure S6. GATA2 ASE detected at diagnosis is restored at remission. This figure contains the same data as Figures 
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Figure S8. Methylation of GATA2 promoter regions by bisulfite amplicon-seq. This figure contains the same 
data as Figure 5. (A) Lollipop plot displaying methylation levels of individual CpGs measured in CEBPA DM AML 
(CEBPA_DM, n=9), other AMLs with GATA2 ASE (Control_ASE, n=7) and other AMLs with biallelic GATA2 expression 
(Control_BE, n=2). (B) Lollipop plot displaying methylation levels of individual CpGs measured in CEBPA DM at 
diagnosis (n=8) or remission (n=5). 
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Figure S9. Allele-specific methylation in GATA2 assessed by Nanopore sequencing. (A) Comparison of ERRBS and 
Nanopore data in 3 CEBPA DM patients sequenced with both technologies. In ERRBS, the percentage corresponds 
to average methylation frequency across all reads, measured as C with respect to C>T conversions. In the Nanopore 
panel, log likelihood ratios (LLR) computed by Nanopolish were converted into discreet methylation values as 
follows: 100 if LLR > 1, 50 if -1 < LLR < 1, 0 if LLR < 0. The average methlation frequency was then calculated across 
all reads. (B) Comparison of different methylation callers in patient 3327: Nanopolish vs Megalodon in the first 
scatterplot and Nanopolish vs Guppy in the second (C) Heatmap displaying allele-specific methylation in 4 CEBPA 
DM, where each Nanopore read is represented as a horizontal row of 250bp bins. Bins are colored based on their 
LLR as calculated by Nanopolish (orange-red means methylated, green-blue means non-methylated). Putative 
GATA2 promoters Prom-L and Prom-S are indicated next to their corresponding isoforms. Methylation levels of 
Prom-S are increased at the lowly expressed allele in patients 2253, 2273 and 3327. The data used in this figure 
are the same as in Figure 6.
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Figure S9. Allele-specific methylation by Nanopore sequencing
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Figure S10. Analysis of GATA2 regulatory regions
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Figure S10. Analysis of GATA2 regulatory regions. The following groups were compared: AMLs with CEBPA DM 
(CEBPA_DM), other AMLs with GATA2 ASE (Control_ASE) and AMLs with biallelic GATA2 expression (Control_BE). 
(A) Differential analysis of chromatin opening, as measured by ATAC-seq in CEBPA_DM (n=10), Control_ASE (n=29), 
Control_BE (n=25). (B) Methylation along the GATA2 -110 kb super-enhancer, as measured by ERRBS. The Y-axis 
indicates methylation fraction, where 0 is the minimum and 1 is the maximum. Every point connected by the line is 
an individual CpG position -- there are few data points in this region due to the nature of the technique. (C) Analysis 
of H3K27me3 binding levels in the GATA2 -110kb super-enhancer, comparing CEBPA_DM (n=6), Control_ASE (n=7) 
and Control_BE (n=5) (D) Analysis of H3K27me3 binding levels in the promoters of the 3 main GATA2 isoforms 
(same groups as C).
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enhancer, thus resulting in similar or even higher levels of GATA2 compared to other AMLs.
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ABSTRACT

Leukemias with ambiguous lineage comprise a number of loosely defined entities, often 
without a clear mechanistic basis. Here, we investigated a group of such leukemias with 
a CpG Island Methylator Phenotype (CIMP), previously identified as CEBPA-silenced AML. 
Transcriptomics and epigenomics analyses revealed a hybrid myeloid/lymphoid epigenetic 
landscape, whereas genetic alterations were heterogenous. This suggests that CIMP 
leukemias are defined by their shared epigenetic profile rather than a common genetic 
lesion. Gene expression enrichment suggested strong similarity with ETP-ALL and an early 
lymphoid progenitor cell of origin. Accordingly, integration of differential methylation and 
expression showed widespread silencing of myeloid transcription factors (TFs), among 
which CEBPA was key for differentiation arrest. Hypermethylation also resulted in loss of 
CTCF binding, accompanied by a few changes in chromatin interactions involving critical TFs 
like KLF4. In conclusion, epigenetic dysregulation, and not genetic lesions, explain the mixed 
phenotype of a group of CIMP leukemias resembling ETP-ALL.

STATEMENT OF SIGNIFICANCE

This study charts the epigenomic landscape underlying the mixed phenotype of a group 
of leukemias very similar to ETP-ALL. Moreover, the data collected here constitute a useful 
epigenomic reference for subsequent of acute leukemias

Chapter 7300



301Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL

INTRODUCTION

Research on the pathogenesis of leukemia has traditionally emphasized the role of genetic 
lesions, but the importance of epigenetic dysregulation is becoming increasingly recognized. 
Several epigenetic modulators are recurrently mutated in acute myeloid leukemia (AML) and 
T-cell acute lymphocytic leukemia (T-ALL), including methylation regulators (DNMT3A, TET2, 
IDH1/2) and histone writers (EZH2, SUZ12, KMT2A, KDM6A) 1,2. On the other hand, numerous 
instances of epigenetic dysregulation leading to aberrant expression of proto-oncogenes 
have been documented, such as the enhancer hijacking leading to EVI1 overexpression in 
3q26-rearranged AML 3,4 or the formation of a super-enhancer driving TAL1 upregulation in 
T-ALL 5. However, recurrent epigenetic events may occur independently of a known genetic 
lesion, possibly due to selection of clones that spontaneously acquire these alterations. For 
example, hypermethylation of DNMT3A recapitulates the effects of mutations in this gene 6.

Therefore, genetic characterization of leukemia may be insufficient to identify critical 
pathogenic mechanisms. Accordingly, clustering of AML samples by gene expression reveals 
subgroups that share known genetic lesions, but also others that cannot be linked to any 
known abnormality 7. One of such subgroups was later found to be defined by CEBPA 
silencing due to hypermethylation 8. This “CEBPA-silenced” cluster exhibited a mixed 
myeloid/T-lymphoid phenotype, resistance to myeloid growth factors and possibly poor 
prognosis. Subsequent analyses revealed a genome-wide hypermethylation signature that 
distinguished this subgroup from both AML and T-cell acute lymphocytic leukemia (T-ALL), 
yet no mutations typically associated with methylation defects 9. More recently, other 
research groups identified an AML subtype with similar characteristics and methylation 
localized to CpG islands (CGIs), labeling it as “CpG Island Methylator Phenotype” (CIMP) 10,11. 
We hypothesize that “CIMP” and “CEBPA-silenced” leukemias are the same entity. 

Hypermethylation of CGIs is a frequent event in cancer that often results in silencing 
of tumor suppressor genes 12. Indeed, specific events of hypermethylation have been 
reported in AML, as described before. Although DNA methylation is traditionally associated 
with transcriptional repression, its cellular functions are in fact much more complex 13,14. 
Transcriptional repression in the presence of methylation is thought to be a result of a) 
impaired TF binding, and b) recruitment of chromatin remodelers via methyl binding domain 
(MBD) proteins 13. However, a plethora of TFs have shown the ability to bind methylated 
sequences 15, whereas other transcriptional regulators may be repelled by DNA methylation. 
A notable example of the latter is CTCF, which plays critical roles as insulator, transcriptional 
repressor or activator and architectural protein 16. Thus, aberrant methylation can disrupt 
CTCF-dependent boundaries of topologically associating domains (TADs), resulting in 
dysregulated expression of neighboring genes 17,18. 

Leukemias with ambiguous lineage pose substantial challenges for diagnostic and 
treatment 19. Mixed phenotype acute leukemias with myeloid and T-lymphoid features 
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(T/M MPAL) are defined as a separate category by the World Health Organization (WHO) 
classification, based on coexpression of markers such as CD3 and MPO 20. Moreover, a subtype 
of T-ALL, known as early T-cell precursor leukemia (ETP-ALL), also exhibits a combination of 
myeloid and lymphoid surface markers 21. Recent studies have shown that ETP-ALL and T/M 
MPAL are similar at the genetic and epigenetic level 22, suggesting an overlap between these 
two classifications. The emerging question is how CIMP leukemias, originally diagnosed as 
AMLs, are related to these other categories from a molecular perspective.

Here, we aimed to characterize in depth the poorly understood CIMP leukemias by 
integrating multiple layers of genetic and epigenetic data. Our integrated analysis revealed 
that these are immature leukemias with features from both AML and T-ALL, resembling ETP-
ALL. We showed that hypermethylation results in repression of key lineage-specific TFs as 
well as reduced CTCF binding, which in turn leads to changes in chromatin architecture and 
secondary changes in gene expression. 
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RESULTS

Global DNA methylation identifies a distinct group of hypermethylated leukemias
Previous studies in separate AML cohorts independently identified clusters of patients with 
genome-wide hypermethylation, but no mutations typically related to DNA methylation. We 
jointly profiled the methylome of 16 of these patients together with 49 other primary AMLs 
and CD34+ cells from 3 healthy donors (Table S1). We used methyl-CpG immunoprecipitation 
coupled with sequencing (MCIp-seq) to assay 71,000 CpG-rich regions with an average 
length of 650 base pairs (bp), covering 89% of the 28,691 CpG islands in the human genome 
(Figure 1A). More than half of the MCIP-seq peaks are located in the proximity of a TSS, with 
roughly 35% of the remaining peaks within genes and 15% in intergenic regions (Figure 1B). 

Principal component analysis (PCA) (Figure 1C) and hierarchical clustering (Figure 1D) 
revealed that CIMP leukemia constitutes a separate subgroup with strong hypermethylation, 
particularly at regions hypomethylated in CD34+ cells. Samples from both studied cohorts 
(CIMP-EMC, originally “CEBPA-silenced”, and CIMP-UKR) clustered together, supporting the 
hypothesis that they belong to the same disease entity. This observation was supported by 
other dimensionality reduction strategies, including Uniform Manifold Approximation and 
Projection (UMAP) (Figures S1A-1F), as well as by hierarchical clustering of Epityper data of 
190 CpG islands in 220 patients (Figure S1F). Taken together, these data confirm that CIMP 
leukemias are a distinct entity characterized by global hypermethylation.

The epigenetic landscape of CIMP leukemias reveals an intermediate state between 
T-ALL and AML 
CIMP leukemias exhibit a mixed myeloid/lymphoid phenotype on the basis of their 
membrane markers 8. To understand the regulatory underpinnings of this phenotype, we 
next compared the epigenetic and transcriptional landscape of CIMP leukemias with that of 
T-ALL and AML, as well as with CD34+ cells from healthy donors. 

Dimensionality reduction of MCIP-seq data revealed that CIMP cases exhibit a methylation 
profile very close to that of most T-ALLs and markedly separate from that of AML (Figure 2A, 
Figure S2A). However, in terms of gene expression, H3K27ac and open chromatin, CIMP 
cases presented a hybrid profile between AML and T-ALL (Figures 2B-2D), and were closely 
related to CEBPA DM AML (Figures S2B-S2D) Hierarchical clustering similarly grouped CIMPs 
with subsets of both AML and T-ALL across all data types except for methylation (Figure 
S2E-S2H). 

In line with their hybrid epigenetic profile and the previously reported phenotype, CIMP 
leukemias expressed both typical myeloid markers such as CD13, CD33, CD34 and KIT (Figure 
2E) and lymphoid markers like CD7 and CD3 (Figure 2F).

In summary, CIMP leukemias appear as an intermediate entity between AML and T-ALL 
at the transcriptional and epigenetic levels, which explains their combination of surface 
markers.

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL
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Figure 1. Methylation landscape assessed by MCIP-seq. A. Coverage of CpG islands, shores and shelves by MCIP-
seq data, compared to an equal set of randomly selected regions. The plot shows enrichment at CpG-rich regions 
and a depletion at inter-CGI regions relative to the random set. B. Functional annotation of methylated regions 
detected by MCIP-seq. C. Principal component analysis (PCA) of MCIP-seq data from AML and CIMP cases. D. 
Pearson correlation heatmap of MCIP-seq data from AML and CIMP cases. 

Figure 2. Epigenetic and transcriptional landscape of CIMP, AML, T-ALL and CD34+ cells. A. Dimensionality 
reduction with Uniform Manifold Approximation and Projection (UMAP) of methylation data measured by MCIP-
seq in AML, CIMP, T-ALL and CD34+ HSPCs. B. Same as A, but applied to gene expression measured by RNA-seq. C. 
Same as A, but applied to histone K327 acetylation (H3K27ac) measured by ChIP-seq. D. Same as A, but applied to 
accessible chromatin measured by ATAC-seq. E. Expression of myeloid markers commonly used for classification in 
CIMP, other leukemias and healthy controls. F. Expression of lymphoid markers commonly used for classification in 
CIMP, other leukemias and healthy controls. Note: ETP-ALL is defined by absence of CD1A and CD8, weak expression 
of CD5 and presence of myeloid markers such as CD13, CD33, CD34 and CD177 (KIT) 119. T/M MPAL is defined by 
presence of either MPO or monocytic markers (CD11c, CD14, CD64, LZE) concomitantly with CD3 expression 144.
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CIMP leukemias are genetically heterogeneous 
To elucidate whether genetic aberrations lie at the base of CIMP leukemias, we conducted 
whole exome sequencing (WES). We found frequent (> 25% of cases) single nucleotide 
variants (SNVs) and indels in NOTCH1, PHF6, MED12, WT1, IKZF1 and JAK3, but none of 
them was common to all individuals (Table S2, Figure 3A). We observed frequent copy 
number alterations (CNAs) compared to a panel of CD34+ controls (Tables S3-S4), albeit 
none of them were present in more than 3 patients (Figure 3B, Supplementary Figures 3A-
3B). Recurrent focal CNAs were identified in a number of genes related to leukemia and 
hematopoiesis, among which deletions of a region containing NF1, EVI2A and EVI12B were 
particularly frequent (n=6) (Figure 3C). Interestingly, 3 of the patients who carried NF1 
deletions also exhibited point mutations in that gene, presumably in the other allele. 

RNA-seq data did not reveal any recurrent fusion genes, although a few patients carried 
fusions previously reported in leukemia (Figure 3D, Table S5). Of note, 6/13 patients analyzed 
with RNA-seq did not harbor any fusion gene. 

Altogether, CIMP leukemias constitute a genetically heterogeneous subgroup, defined 
by epigenetic rather than genetic commonalities. As a whole, their mutational profiles are 
comparable to those of other acute leukemias of ambiguous lineage, especially ETP-ALL 
(Supplementary Results), suggesting significant overlap between these entities. 

Transcriptional signatures suggest similarity to ETP-ALL with an early lymphoid-biased 
progenitor as the cell of origin
To investigate lineage relationships at the transcriptional level, we conducted gene set 
enrichment analysis (GSEA) (Figure 4A, Tables S9-12, Supplementary Figures 4A-D). In line 
with the mixed phenotype of these leukemias, myeloid gene sets (e.g. Ebert_Myeloid.
Up500) were downregulated when compared to AML, but upregulated when compared to 
T-ALL; the reverse was true for T-lymphoid genes. Interestingly, the top results from the 
comparison with T-ALL were gene sets derived from ETP-ALL relative to other T-ALLs (e.g. 
ETP-ALL_Zhang_Up), as well as gene sets related to hematopioietic stem cells (HSCs) (e.g. 
Dick_HSC250). A comparison with CD34+ cells revealed upregulation of T-cell signatures, 
including ETP, but downregulation of HSC signatures.  

In a single sample GSEA with a selected number of hematopoietic-related gene sets, the 
CIMP group exhibited enrichment for HSC genes as well as myeloid and lymphoid signatures 
halfway between AML and T-ALL  (Figure 4B, Supplementary Figures 4E-H). Similarly, analysis 
of transcriptional signatures of cell types derived from publicly available data 23,24 using 
CIBERSORTx 25 showed enrichment for cycling HSCs, immature neutrophils, GMPs and CLPs, 
depending on the selected signature matrix (Figure 4C, Supplementary Figure 4I).

Altogether, these results emphasize the similarities between CIMP and ETP-ALL and 
suggest that the cell of origin in CIMP leukemias is an early progenitor committed to the 
lymphoid lineage.
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Figure 3. Mutational landscape of CIMP leukemias. A. Oncoprint displaying single nucleotide variants (SNVs) and 
small inserts and deletions found in genes mutated in at least 2% of the cohort (N=14). Columns correspond to 
patients and rows correspond to genes, ranked by mutational frequency. Variant calling was performed with an 
ensemble of tools on whole exome sequencing (WES) data. Different variants are indicated in different colors as 
shown in the legend of the plot. B. Heatmap of copy number alterations (CNAs) in CIMP cases, detected using 
CNVkit on WES data. Red indicates copy number gains (CNG) and blue indicates copy number losses (CNL). C. 
Scatter plot showing copy number ratios (grey dots) and segmentation calls (orange lines) in the EVI2A/B,NF1 locus, 
for two CIMP cases where both tumor and healthy samples are available. D. Oncoprint displaying fusion genes 
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Figure 4. Transcriptional signatures of CIMP and other leukemias. A. Bar plot showing the top results from gene 
set enrichment analysis (GSEA) conducted on a custom version of the MSigDB C2 collection. The analysis was 
conducted on differentially expressed genes in CIMP relative to AML (left panel), T-ALL (middle) and CD34+ HSPCs 
(right). B. Box plot displaying the scores of a single sample GSEA (ssGSEA) analysis with gene sets derived from 
various hematopoietic fractions 145. The analysis was conducted on fragments per million (FPM)-normalized RNA-
seq data from multiple leukemia subgroups. C. Box plot displaying the CIBERSORTx scores using a signature matrix 
derived from the Atlas of Human Blood Cells 24. The analysis was performed on a mixture matrix containing RNA-
seq raw counts from multiple leukemia subgroups. 
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Promoter methylation changes lead to silencing of critical hematopoietic factors in 
CIMP leukemias
Next, we investigated the distribution and effects of methylation in CIMPs in relation to 
other leukemias and normal controls. CIMPs exhibited profound hypermethylation at CGIs, 
promoters, enhancers, transcriptional start sites (TSS) and gene bodies when compared to 
AML or HSPCs. On the other hand, methylation levels were similar in T-ALL (Figure 5A, Figure 
S5A-B). 

Promoter methylation levels were the highest in CIMP, followed by T-ALL, AML and 
HSPCs (Figure 5A, 5B). These differences are consistent with the higher levels of methylation 
in the lymphoid lineage 26–28. However, hypermethylation was not present in terminally 
differentiated cells of any of those lineages (Figure S5C, S5D). Differential methylation 
analysis confirmed extensive hypermethylation in CIMP compared to AML (CIMP vs AML), 
and to T-ALL to a lesser extent (Figure 5D-5E, Table S13). Hypermethylation was more 
pronounced in regions marked by both H3K4me3 and H3K27me3 (Figure 5C, Figure S5E-
S5F), typically referred to as “bivalent promoters” 29. This is in line with previous reports 
showing that bivalent promoters are more susceptible to DNA hypermethylation in both 
cancer cell lines and primary tumors 30. Furthermore, gene set enrichment analysis (GSEA) 
of genes in the vicinity of DMRs confirmed preferential hypermethylation of H3K27me3 
targets in CIMP relative to AML, T-ALL and CD34+ HSPCs (Figure 5F, Figures S5C-E). 

Some of the differentially methylated regions (DMR) with strongest increases were 
adjacent to genes such as SPRED1, LEF1, PLK2, MEIS1 or TLE4, with a known involvement 
in either leukemia or hematopoiesis (Figure 5E, Figure S5G). Indeed, GSEA revealed 
an enrichment of transcription factor (TFs) genes in methylated regions relative to both 
AML and CD34+, as well as genes involved in cell commitment (Figure 5G). Thus, we next 
analyzed methylation at promoter regions defined by the FANTOM consortium. Of the 
14321 promoters analyzed, 2644 corresponded to known TFs, belonging to 1427 unique 
genes. In the CIMP cohort, 19.6% of the 2644 TF promoters were hypermethylated 
with respect to AML alone (FDR < 0.05), 8.0% with respect to both AML and T-ALL and 
only 0.5% relative to T-ALL alone (Figure 6A, Table S14). 1.3% and 3.0% of TF promoters 
exhibited higher methylation in T-ALL and AML, respectively, than in CIMP. As expected, 
integration of gene expression data confirmed that CIMP vs AML hypermethylation was 
accompanied by widespread gene silencing, with methylation levels negatively correlating 
with gene expression (Figure S6A, Figure S6B). A total of 101 TFs with silenced promoters 
were downregulated, including several hematopoietic regulators and genes known to be 
involved in leukemia, such as CEBPA, HOXB9, CEBPD, MECOM, IRF4 and KLF2 (Figure 6B-C, 
Figure S6C). Among the few TF genes differentially methylated between CIMP and T-ALL was 
LEF1, which participates in early stages of thymocyte maturation 31 and is also crucial for 
neutrophilic granulopoiesis 32. 

In summary, many critical TF are silenced by methylation in CIMP leukemias, which 
possibly explains the intermediate epigenetic state of these leukemias, as well as their 
differentiation arrest.

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL
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Figure 5. Functional assessment of methylation differences between CIMP and other leukemias.  A. Box plot 
showing methylation levels of CIMP, AML, T-ALL and CD34+ cells at different genomic features derived from in-
house data and publid databases. B. Average methylation levels (MCIP-seq) of different leukemias and healthy 
cells at putative promoter regions, defined as 4-kb regions surrounding the center of H3K4me3 ChIP-seq peaks in 
CD34+ HSPCs. C. Tornado plot depicting methylation (MCIP-seq) at putative HSPC promoters, sorted by chromatin 
accessibility in HSPCs. The color code distinguishes different types of leukemia and HSPCs, and the intensity reflects 
the degree of methylation. The HSPC tracks in purple were downloaded from ENCODE 146and show chromatin 
accessibility (DNase-seq) as well as histone marks for enhancers (H3K4me1), promoters (H3K4me3), activation 
(H3K27ac) and repression (H3K27me3). GC density was downloaded from the UCSC browser 147. D. Bar plot of 
differentially methylated regions (DMR) in supervised comparisons of MCIP-seq peaks between CIMP and AML 
(left) or T-ALL (right). A threshold of FDR < 0.05 and |log2 FC| > 1 was used to determine significant DMRs. NS = not 
significant. E. Volcano plot of DMRs annotated with the closest genes in the linear genome. Regions with a FDR < 
0.05 and log2 fold change > 2 are highlighted. F. Summary of results of pre-ranked GSEA conducted on genes in the 
vicinity of DMRs between CIMP and AML, using the FDR as the ranking value. The C2 (left) and C5 (right) MSigDB 
collections were used in the analysis.

Loss of CEBPA plays a critical role in shaping the leukemic epigenome
Among the TFs downregulated by methylation was CEBPA, the loss of which was originally 
identified as the defining feature of the CIMP-EMC cohort 8, also known as CEBPA-silenced. In 
line with the initial reports, a recurrent observation across the analyses of epigenomics data 
was that CIMP leukemias exhibited a profound similarity with double mutant AML (Figure 
2A-D, Figure S2A-D). Double CEBPA mutations define an AML subtype (CEBPA DM) with a 
distinct gene expression profile, comparable to that of CIMP leukemias8,33. These patients 
typically exhibit a combination of N- and C-terminal mutations in the CEBPA protein that 
disrupt its normal function 34. Moreover, CIMPs also clustered in the vicinity of AMLs with 
t(8;21), a chromosomal aberration that produces a RUNX1-RUNXT1 fusion protein, which 
inhibits the expression of CEBPA 35. The similarity between epigenetic profiles of CEBPA DM 
AMLs and CIMP suggests that loss of function of CEBPA, either by genetic or epigenetic hits, 
drives the acquisition of a distinct epigenetic and transcriptional landscape.

To further investigate this possibility, we used ChromVAR to estimate the activity of 
TFs based on deviations of chromatin accessibility measured ATAC-seq data (details in 
Supplementary Results). The C/EBP family of TFs was among the top 30 with the largest 
variability across the whole cohort (Figure S10C). Importantly, they were among the few TFs 
with a significant loss of activity in CIMP relative to AML, whereas they displayed the largest 
increases of accessibility in AML compared to T-ALL (Figure S10D). This underscores the 
importance of CEBPA as a critical determinant of cell identity and supports the notion that 
its loss in CIMP leukemias underlies their unique differentiation status. 

Genome-wide hypermethylation leads to widespread loss of CTCF binding
Since DNA methylation may weaken the binding of CTCF 36,37, the hypermethylation observed 
at CTCF binding sites (Figure 5A) suggested a possible loss of CTCF binding at those locations. 
Indeed, CTCF ChIP-seq (Figures 7A-B) showed that global CTCF levels were lower in CIMP 
than in AML and T-ALL (Figures 7C-D). A supervised analysis confirmed widespread loss of 
CTCF binding in CIMP with respect to AML, and to a lesser extent compared to T-ALL (Figure 
7E, Figure S7A, Table S15). 

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL
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Figure 6. Integration of methylation and gene expression data reveals silencing of transcription factors involved 
in hematopoiesis. A. Heatmap displaying normalized methylation levels (MCIP-seq) at promoters of differentially 
methylated transcription factors in CIMP with respect to AML (CIMP vs AML), T-ALL (CIMP vs T-ALL) or both (CIMP 
vs AML & T-ALL), including both hyper- and hypomethylated regions. The heatmap in the middle shows normalized 
expression levels (RNA-seq) of the same genes in leukemia cells and healthy HSPCs. The rightmost heatmap 
presents normalized gene expression (CAGE-seq) in different healthy cells. B.  Starbust plot depicting changes in 
gene expression (Y axis) and methylation (X axis) between CIMP and AML (left) and T-ALL (right). The values are the 
log10 of the false discovery rate (FDR) with the sign of the fold change in comparisons by DESeq2; regions with a 
FDR < 0.05 and log2 fold change > 2 are highlighted. Only transcription factors involved in hematopoiesis (GO term 
GO:0030097), cancer (COSMIC database 135) or leukemia (Disgenet 116) are shown, among which the top 30 genes by 
log2 fold change are annotated. C. Jitter plots showing methylation (top) and expression (bottom) of a few selected 
genes in CIMP and other leukemias, as well as HSPCs.
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For additional insight on the interplay between methylation and CTCF binding, we 
integrated these data with MCIP-seq, which covered around 25% of the CTCF sites detected 
by ChIP-seq (Figure S7B, Table S16). The CTCF levels genome-wide were higher in regions 
with low DNA methylation (Figure 7D). Accordingly, gain of DNA methylation in CIMP cases 
correlated with loss of CTCF binding in the same regions when compared to AML (rho = 
-0.27, p-value = 3.04 x 10-266) (Figure 7F, Figure S7C, Table S17). No meaningful correlation 
was observed when comparing CIMP and T-ALL, possibly due to the small differences in 
methylation between the two groups. Conversely, increases in methylation in CIMP relative 
to AML were higher at CTCF binding sites (Figure S7D), especially at those that were lost 
(Figure 7G), suggesting those are particularly prone to methylation changes.

The invariability of CTCF binding at some regions (Figure S7E-S7F) is in keeping with 
previous studies indicating that only certain CTCF binding sites are sensitive to methylation, 
such as the ones with CpG in their motif 38,39. To explore this possibility, we computed 
frequency of CpG dinucleotides at every position of the canonical CTCF motif, which exhibits 
two peaks at position 5 and 15 respectively (Figure S7H). CTCF motifs found in regions with 
loss of CTCF binding and hypermethylation exhibited CpGs at those two positions more 
frequently than regions where CTCF binding remained unchanged or increased (Figure S7G, 
S7I).

Genome-wide hypermethylation is accompanied by changes in 3D organization
Given the prominent role of CTCF in the stabilization of cohesin-mediated chromatin loops 
40,41, we conducted in situ Hi-C experiments on CIMP (n=9), AML (n=5), T-ALL (n=4) and 
HSPCs (n=3) to assess changes in 3D genome organization. Detection of 3D organization 
features was conducted in aggregate, yielding a total of 4537 TADs and 9443 loops across 
all datasets. Roughly 40-50% of the called CTCF sites overlapped with TAD boundaries and 
10-20% with loop anchors, with minimal differences between variable and unchanged peaks 
(Figure S8A). 

We detected a clear separation between AML and other leukemias both at the level of 
TADs (Figure 8A, Figure S8B, Figure S8D) and loops (Figure 8B, Figure S8C, Figure S8E). Most 
CIMP cases clustered together with T-ALLs, with a few (DD46, DD63) exhibiting stronger 
similarity with AML. CD34+ cells were excluded from these analyses because they were 
dramatically different from all other samples, masking smaller differences between other 
groups (Figures S8F-G). Supervised comparisons of differential loops or interactions (DIs) 
and variable TADs (ΔTADs) confirmed that differences between CIMP and AML were larger 
than between CIMP and T-ALL, but somewhat smaller than between AML and T-ALL (Figures 
8C-D).

Contrary to our expectations, we did not observe a widespread depletion of chromatin 
loops or TADs upon loss of CTCF binding in CIMP cases. However, 72% of the loops lost in CIMP 
relative to AML exhibited decreased CTCF binding in at least one of their anchors, compared 
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to 59% in gained interactions (Figure 8E). Moreover, the average decrease in CTCF binding 
was significantly higher in lost interactions (Figure S8I). Therefore, while most changes of 
chromatin conformation in CIMP seem to occur independently of hypermethylation-derived 
loss of CTCF binding, the latter has a contributing role.

Next, we conducted an unbiased survey of ΔTADs (Tables S18-S19) and DIs (Tables 
S20-S21) with associated changes in CTCF binding and potential implications for gene 
expression. When comparing CIMP and AML, we found 61 ΔTADs containing differentially 
expressed genes with loss of CTCF binding at their boundaries and 71 differential enhancer-
promoter loops, whose interaction strength strongly correlated with the expression of 
genes they contacted (rho = 0.67, p = 1.8 x 10-10, Figure 8F). Among others, loss of insulation 
was detected at the TADs containing KLF4 (Figure 8G) and CEBPD (Figure 8H), both of which 
also displayed decreased chromatin interactions, which was accompanied by reduced 
CTCF binding. Interestingly, their promoters were also methylated, suggesting a possible 
cooperation between distinct epigenetic mechanisms in repression. Examples of gained 
enhancer-promoter interactions included a loop connecting GATA3 with a nearby enhancer 
element that is specific to CIMP (Figure 8I) and a loop involving the promoter of DNMT3B 
(Figure S8M). More details are provided in the Supplementary Results.

In sum, CIMPs exhibit partial rewiring of chromatin interactions when compared to AML, 
of which only a fraction are attributable to loss of CTCF. However, this mild remodeling 
results in the misexpression of some essential TFs. Very few 3D genome differences could 
be detected between CIMP and T-ALL, in line with the notion that these leukemias originate 
from a lymphoid-biased cell.
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Figure 7. Hypermethylation in CIMP leukemias leads to loss of CTCF binding. A. Functional annotation of 
aggregated CTCF binding peaks detected by ChIP-seq B. Top 3 results of de novo motif analysis in CTCF peaks with 
rGADEM. The second column indicates similar motifs in the JASPAR database (v2020) based on Pearson correlation 
and the third column shows the percentage of peaks harboring the motif. C.    Average CTCF binding of different 
leukemias in 1-kb regions surrounding the center of CTCF ChIP-seq peaks on a consensus master list. D. Tornado 
plots depicting methylation levels and CTCF binding at the 25,000 most variable CTCF peaks found in at least 
4 patients of the entire cohort. Four representative samples of each leukemia type (CIMP, AML and T-ALL) are 
presented. The plot above shows the average signal around the center of the peaks for each patient. An inverse 
correlation between methylation and CTCF binding can be observed. E. Bar plot of differentially methylated regions 
(DMR) in supervised comparisons of MCIP-seq peaks between CIMP and AML (left) or T-ALL (right). A threshold of 
FDR < 0.05 and |log2 FC| > 1 was used to determine significant DMRs. NS = not significant. F. Scatter plot showing 
the inverse correlation between differences in promoter methylation (X axis) and differences in CTCF binding (Y 
axis) in CIMP compared to AML (left panel) and to T-ALL (right panel). The values correspond to the log10 of the 
FDR with the sign of the fold change. G. Box plot displaying methylation changes in relation to differences in CTCF 
binding between CIMP and AML (left) or T-ALL (right). H. Starbust plot depicting changes in gene expression (Y 
axis) and methylation (X axis) between CIMP and AML (left) and T-ALL (right). The values are the log10 of the 
false discovery rate (FDR) with the sign of the fold change; regions with a FDR < 0.05 and log2 fold change > 2 are 
highlighted. The closest gene is annotated for the top 30 regions with the largest differences.
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Figure 8. Chromatin interaction landscape of CIMP and other leukemias. A. PCA plot of TAD inclusion ratios (IR) 
calculated by HOMER in Hi-C data from CIMP, AML and T-ALL. B. PCA plot of loop density scores calculated by 
HOMER in Hi-C data. C. TADs with differential IRs between different leukemias as calculated by DESeq2. Only TADs 
with a log2 fold change larger than 0 and FDR < 0.05 have been considered. D. Same as C, but for loop density 
scores. E. Distribution of gains or losses in CTCF binding in variable TADs (top) or differential interaction (bottom) 
when comparing CIMP vs AML. Lost DIs are enriched for sites with decreased CTCF binding. F. Correlation between 
changes in interaction strength and expression levels of the genes contacted by those loops. G. Aggregated HIC 
heatmap of the KLF4 locus, comparing interactions between the CIMP (uppermost triangle, n=5) and AML groups 
(bottom triangle, n=5). ΔTADs are marked with a triangle in each half and DIs are indicated with circles. Underneath, 
loops detected in this region are shown in black, if they are invariable across conditions, and in red or blue if they 
are gained or lost in CIMP relative to AML, respectively. The tracks below display MCIP-seq, CTCF ChIP-seq and 
H3K27ac ChIP-seq from CIMP (n=4) and AML (n=4). Peaks gained in CIMP are highlighted in turquoise, whereas lost 
peaks are highlighted in light brown. The last track shows p300 binding measured by ChIP-seq in the K562 cell line. 
H. Same as G., but the CEBPD locus is shown instead. I. Same as G., but the GATA3 locus is shown.

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL

7



318

DISCUSSION

In this study, we investigated a group of leukemias with a CpG Island Methylator Phenotype 
(CIMP) and mixed myeloid/lymphoid features, which possibly result from a hybrid epigenetic 
landscape.  The methylation patterns of these leukemias are very similar to those of a large 
fraction of T-ALL cases. This is in contrast with our previous report 9, a discrepancy that can 
be attributed to the fact it compared CIMPs and T-ALLs in isolation. Indeed, minor differences 
in methylation between the two groups segregate them when AMLs are excluded from the 
analysis (Figure S11A). On the other hand, clustering of expression data situates CIMPs 
between AML and T-ALL, whereas both H3K27ac ChIP-seq and ATAC-seq data suggest more 
proximity to AML. Altogether, these results indicate that CIMPs harbor an intermediate 
epigenetic state between lymphoid and myeloid leukemias. In the absence of common 
genetic lesions, this shared epigenetic profile seems to be the main defining feature of CIMP 
leukemias.

The existence of acute leukemias with a mixed myeloid/lymphoid phenotype has long 
been recognized  42. The 2022 WHO classification identifies T/M MPALs based on a reduced 
number of immunophenotypic markers, but the CIMP cases identified here do not always 
conform to these criteria (Figure 2E-F). Moreover, the mutational profile of MPALs does not 
exactly match our findings 20. Ultimately, T/M MPAL is a broad category that may partially 
overlap with CIMP, but possibly encompasses multiple subtypes of leukemia with variable 
cells of origin and pathogenic mechanisms. Another well-known entity with ambiguous 
lineage is ETP-ALL 21, originally defined by a gene expression signature derived from murine 
ETPs, but typically identified by associated membrane markers. The comparable expression 
of those markers in CIMP cases suggests both are similar entities, a notion further supported 
by their comparable mutational profiles and ETP-ALL signatures in GSEA. The distinction 
between CIMP and ETP-ALL may stem from their original definition as a subtype of a different 
disease (AML and T-ALL, respectively) and with a focus on different biological mechanisms. 

The hybrid epigenetic state of these leukemias and their mixed phenotype invites the 
question of what their cell of origin is. DNA methylation is a stable mark of epigenetic memory 
that maintains cell identity across cell divisions 43 , which has been exploited to predict cell 
types 27 and identify the cell of origin in various cancers 44,45. Thus, the increased methylation 
in CIMP and T-ALL with respect to AML could stem from the higher levels of methylation in 
the lymphoid lineage, which are thought to be required to suppress key regulators of the 
myeloid lineage 26–28. Nevertheless, data from differentiated cells revealed much inferior 
methylation levels, suggesting it might be a cancer-specific process. It cannot be ruled out 
that this methylation pattern occurs in intermediate progenitors not characterized in this 
study, such as early DN1 thymocytes, which exhibit higher methylation levels than prior or 
posterior stages 28. Analysis of gene expression signatures also revealed expression of genes 
associated with T-cells and various progenitor subpopulations. On the other hand, open 

Chapter 7



319

chromatin, a reliable predictor of gene identity, indicates proximity to myeloid lineage. The 
inconsistency between different analyses is a likely consequence of phenotypic plasticity, 
but also of the heterogeneity of these leukemias, some of which appear as more myeloid 
(e.g. #DD166, #3491). The emerging conclusion from these results is that CIMPs are likely 
to stem from an early progenitor, possibly lymphoid-primed, but with the capability to 
differentiate into myelo-erythroid cell types. Of note, Zhang et al. reported that ETP-ALL is 
enriched for GMP and HSC gene sets, leading them to conclude it derives from stem cells, 
rather than ETPs as initially thought 22. This is congruent with our observations in CIMP, once 
again underscoring the similarity between these entities, and suggests they both derive 
from very early lymphoid progenitors that precede the DN2 stage.

Aberrant methylation results in the silencing of several critical TFs involved in lineage 
specification, including SPI1 46, CEBPA 47, IRF4 48 and IRF8 48. Interestingly, IRF4 and a few 
genes like MAFB (another inducer of monocytic maturation 49) or KLF4 are completely 
repressed in CIMP, whereas they remain active in some T-ALL cases. Some TFs involved 
in lymphopoiesis, such as LEF1, a nuclear mediator of WNT signaling that regulates early 
stages of thymocyte maturation 31 and repress CD4+ T-cell programs in CD8+ T-cells 50, 
are also silenced in CIMP leukemias. Deletion of LEF1 results in the upregulation of non-
T-lymphoid genes via genome reorganization 51, which could contribute to the mixed 
phenotype observed here. On the other hand, while SPI1 (PU.1) levels are lower than in 
AML, motif activity analysis reports significantly higher activity of SPI1 than in T-ALL (Figure 
S10D). Taken together, this underscores the notion that CIMP leukemias are an intermediate 
entity, in which hypermethylation of multiple TFs averts multiple lineage trajectories.

The loss of CEBPA appears to play an outsized role in orchestrating the transcriptional 
changes that lead to leukemogenesis, according to several lines of evidence. Firstly, 
unsupervised analyses of epigenomics data detected strong similarity between CIMP and 
AML subtypes in which CEBPA is either repressed or dysfunctional, namely t(8;21) AML and 
CEBPA DM AML. Secondly, motif activity analysis revealed dramatic changes in chromatin 
accessibility between CIMP and AML at regions containing C/EBP motifs, as well as between 
AML and T-ALL. Thirdly, CEBPA actively promotes myeloid differentiation at the expense 
of lymphoid commitment 52 by directly repressing the expression of T-cell genes 53. CEBPB  
54 and CEBPD 55 can rescue granulocytic defects in the absence of CEBPA, but CIMPs also 
exhibit reduced expression of both genes. In contrast with other members of the family, 
CEBPG is upregulated in these leukemias, possibly due to loss of repression by CEBPA 
56, which is compatible with its role as a dominant inhibitor of other C/EBP proteins via 
heterodimerization 57. Deletion of CEBPA or its +37 kb enhancer results in accumulation of 
immature myeloid blasts, yet no progression to AML 58,59, which has been attributed to the 
need for initial differentiation into early progenitors where leukemia can develop 60. This 
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could explain why CIMPs are not myeloid leukemias, even though they express myeloid 
markers. Interestingly, the +42 kb enhancer that drives CEBPA expression in myeloid cells 61 
is active in both CIMP and AML, but absent in T-ALL (Figure S11C-E). It is thus tempting to 
speculate that transformation took place in a cell type that would normally express CEBPA, 
once again pointing to an early progenitor that is only biased towards the lymphoid lineage, 
but retaining substantial multilineage priming. All things considered, loss of CEBPA without 
compensation by other members of its family is a likely key driver of the phenotype of 
CIMP leukemias. More broadly, these data further emphasizes the role of CEBPA is a critical 
lineage-determining factor that shapes the epigenetic landscape in hematopoiesis.

Aside from gene promoters, hypermethylation was also pronounced at binding sites for 
CTCF, which was accompanied by widespread loss of CTCF binding, particularly at peaks 
containing motifs with CpGs. Increased occupancy of CTCF has been reported in AML, 
particularly in hypomethylated promoters of myeloid TFs, whose expression becomes 
increased 62. This process is apparently reverted in CIMP by hypermethylation. Since many 
of these sites co-located with loop anchors and TAD boundaries where CTCF stabilizes 
cohesion-mediated interactions, we expected a major impact on 3D genome organization, 
but this was not the case. A possible explanation is that CTCF loss does not necessarily 
abolish TADs. While total depletion of CTCF does lead to a global loss of TADs 63, alteration 
of a single CTCF site may 64,65 or may not 66,67 be sufficient to perturb a TAD boundary. This 
is partially due to the fact that many TAD boundaries harbor clusters of redundant CTCF 
binding sites that confer them resilience to small changes 68,69, but also to the existence of 
alternative mechanisms that preserve TAD boundaries 67. Depletion of CTCF must be near 
complete for a significant impact on TAD insulation 63, which explains why the limited loss 
due to methylation changes results in mostly modest changes. On the other hand, although 
CTCF is present at the vast majority of TAD boundaries, it is only found at a small fraction of 
enhancer-promoter loops 40, which are frequently occupied instead by YY1 70,71.  On the other 
hand, the reduced number of differential interactions identified may be a consequence of 
the limited sample size and resolution of this Hi-C dataset. The latter could be addressed in 
the future with Micro-C, which offers substantially higher resolution 72.

Nonetheless, hypermethylation-driven CTCF loss modulates 3D organization at specific 
loci, in keeping with previous studies 17,18. This phenomenon may be complemented by 
changes in TFs like LEF1, which also modulates chromatin interactions 51. A striking example 
is the disruption of several loops and TAD insulation at the KLF4 locus, which presumably 
abolishes the interaction between its promoter and putative enhancers, inactive in CIMP. The 
lost CTCF binding site that normally stabilizes these loops is at the KLF4 promoter, which is 
hypermethylated. Among its multiple roles in hematopoiesis 73, KLF4 is required for monocyte 
differentiation 74, whereas its downregulation is required for lineage commitment of T-cells 
75. During these processes, KLF4 stimulates the formation of open chromatin and directly 
establishes de novo chromatin loops independently of CTCF 76,77, possibly explaining changes 
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in the 3D structure of CIMP leukemias that do not co-occur with variations in CTCF binding. 
Inactivation of KLF4 by promoter methylation is necessary for monocyte commitment 78 
and has been previously reported in T-ALL 79 and chronic lymphocytic leukemia (CLL) 80. 
Inhibition of T-cell genes by KLF4 impairs T-ALL progression 81. Thus, the complete loss of 
KLF4 in CIMPs potentially contributes to a blockade of the myeloid trajectory while enabling 
the expression of lymphoid genes. Notably, the expression of KLF4 in CLL can be rescued 
by inhibition of NOTCH1, which is frequently mutated in CLL 80. As 43% of the CIMP cases 
also exhibit such activating mutations, targeting of NOTCH1 can be an attractive therapeutic 
avenue for these leukemias.

The mechanisms underlying aberrant methylation in CIMPs are uncertain. None of the 
recurrently mutated genes in this leukemia have any known involvement in the methylation 
machinery. However, expression of TET2 was significantly downregulated relative to AML 
due to promoter hypermethylation, whereas DNMT1, DNMT3A and DNMT3B were slightly 
upregulated by either demethylation or gained chromatin interactions. That is, aberrant 
methylation could result from inactivation of demethylating enzymes coupled with an 
increase in de novo and maintenance methylation. As mentioned above, another likely 
possibility is that the methylation signature of CIMP leukemias is partially inherited from 
their cell of origin, explaining the similarity with a subset of T-ALLs. A distinctive feature 
of this aberrant methylation is that it preferentially localizes to “bivalent promoters”, in 
keeping with reports that bivalent promoters are susceptible to DNA hypermethylation in 
cancer 30. One possible explanation is that H3K4me3, which protects bivalent promoters 
against DNA methylation by DNMT3A 82,83, is lost in these regions (Figure S11F). Moreover, 
DNMT3A has been reported to associate with PRC2, which could lead to hypermethylation 
of H3K27me3-marked domains in the absence of protective H3K4me3 84. This interaction 
could be facilitated by the lack of expression of DNMT3L (Table S9), which competes with 
DNMT3A and DNMT3B for interaction with PRC2 85.

In conclusion, CIMP or CEBPA-silenced leukemias are a group of immature leukemias of 
ambiguous lineage very similar to ETP-ALLs. Their mixed phenotype and lineage infidelity 
are a reflection of a hybrid epigenomic landscape, with methylation patterns of lymphoid 
leukemias superimposed on an enhancer repertoire that preserves a large degree of 
myeloid potential (Figure S11G). The repression of CEBPA likely plays a key role in locking 
out the myeloid lineage, while the formation of new loops enables the expression of T-cell 
genes like GATA3. At the same time, silencing of other TFs required for T-cell commitment, 
such as KLF4, prevent terminal differentiation of T-cells. Further studies will be necessary to 
untangle the causal relationships between these multiple layers of epigenetic regulation. 
Taken together, this study provides a detailed picture of the unique epigenomic landscape 
of CIMP leukemias and identifies potential mechanisms driving their differentiation 
arrest. Furthermore, the data collected here constitute a useful epigenomic reference for 
subsequent studies in AML, T-ALL and leukemias with mixed phenotype.
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METHODS

Patient material
Samples of AML, CIMP and T-ALL patients were collected from the biobanks of the Erasmus 
MC Hematology department (Rotterdam, The Netherlands) and the University Hospital 
Regensburg Internal Medicine department (Regensburg, Germany). Mononuclear cells 
were isolated from bone marrow or peripheral blood as described previously7. All patients 
provided written informed consent in accordance with the Declaration of Helsinki. Patient 
blasts were stored at -80°C in RLT+ buffer (Qiagen) and RNA and DNA was isolated using the 
AllPrep DNA/RNA mini kit (Qiagen, #80204) or stored in RNABee (Tel-Test, Inc.) and isolated 
by standard diagnostic procedures. RNA was converted into cDNA using the SuperScript 
II Reverse Transcriptase (Thermo Fischer Scientific) according to standard diagnostic 
procedures.

Statistics and data visualization
Statistical tests were conducted on R version 4.1.0 unless otherwise specified. Most 
plots were generated using the ggplot2 R package, whereas heatmaps were created with 
ComplexHeatmap  86 and genomic regions were visualized with plotgardener 87.

Identification of functional regions
Putative enhancer and promoter regions were defined for genome-wide quantification 
of methylation. In both cases, they were defined by three complementary criteria: a) 
relative position to genes, b) telltale histone marks, and c) eRNA expression. For enhancer 
identification, we constructed a consensus collection of H3K27ac-marked regions present 
in 3 or more samples from the CIMP, AML, T-ALL and HSPC groups, excluding peaks that 
overlapped with 1kb windows around transcriptional start sites (TSS) by at least 5% of their 
width. This list was intersected with a collection of open chromatin regions derived from 
the same groups (detectable in at least 3 samples) and with putative enhancers detected by 
CAGE-seq by the FANTOM consortium88 (human_permissive_enhancers_phase_1_and_2.
bed). For promoter identification, we downloaded the CAGE peaks assigned to TSS by 
the FANTOM consortium (hg19.cage_peak_phase1and2combined_tpm_ann.osc.txt.gz), 
excluded those not expressed in healthy hematopoietic cells, and intersected them with 
H3K4me3 peaks from CD34+ cells obtained from ENCODE 89.

CpG islands, identified according to the original criteria of Gardiner-Garden and Frommer 
90, were downloaded from the UCSC browser.

Quantification and differential analysis of peak-based data
Quantification of peak signal (MCIP-seq, ChIP-seq, ATAC-seq) was carried out with the 
DiffBind R package91 as follows. First, all peaks were combined in a single master list using 
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the default settings of the package, keeping only peaks present in at least 2 samples and 
removing chromosomes not present in the primary assembly and unassigned sequences. 
Only peaks with a –log(q-value) higher than 10 as determined by MACS2 were considered. 
Overlapping peaks across multiple samples were combined into a single entry. The dba.
blacklist function was used with the greylist argument set to false to remove only blacklisted 
regions. Then, reads mapping to this master list were counted for each sample, subtracting 
reads mapping to an input DNA samples processed in the same way. 

For differential analysis, data were normalized using the trimmed mean of the 
M-values (TMM)92 with the sum of reads in consensus peaks as the library size (argument 
normalize=DBA_NORM_TMM in DiffBind). These normalization factors and the raw counts 
were passed to DESeq2 (v1.34.0) with the dba.analyze command and differential  regions 
were identified as those with a false discovery rate (FDR) < 0.5 by the Benjamini-Hochberg 
method 93. Peaks were annotated to the closest gene with the ChIPpeakAnno package 94. 

Clustering of transcriptional and epigenomics data
MCIP-seq, RNA-seq, ATAC-seq and CHIP-seq data were processed in the same way to identify 
relevant relationships between CIMP leukemias and other diseases. Briefly, raw counts 
were imported to DESeq2 with the DESeqDataSetFromMatrix function and transformed 
with varianceStabilizingTransformation in order to reduce the dependence of the variance 
from the mean. The 5000 regions or genes with the highest variance in transformed counts 
were selected for further analysis. Principal component analysis (PCA), multidimensional 
scaling (MDS), t-distributed Stochastic Neighbor Embedding (t-SNE) and Uniform Manifold 
Approximation and Projection (UMAP) were used for dimensionality reduction and visualized 
with ggplot2. Since results were very comparable across different strategies (Figure S1), only 
PCA and UMAP were used in the rest of the figures. Moreover, heatmaps of either Pearson 
correlation or Euclidean distances between samples were created with ComplexHeatmap 86.

Methyl-CpG immunoprecipitation sequencing (MCIp-seq) data generation and 
analysis
To measure methylation, we employed Methyl-CpG-immunoprecipitation (MCIP) a 
technique which relies on a fusion protein consisting of the methyl-binding domain (MBD) 
of MBD2 and the Fc portion of IgG1 to detect methylated regions, exploiting the natural 
preference of MBD for 5-methylcytosine (5-mC) 95. MCIP-seq was performed using the 
EpiMark® Methylated DNA Enrichment Kit (NEB, Frankfurt, Germany) according to the 
manufacturer´s guidelines. In brief, genomic DNA was fragmented to an average size of 200 
bp using the sonication system Covaris S220 (Covaris, Woburn, USA). Each sample (200ng) 
was incubated with 15µl MBD2-Fc/Protein A magnetic beads and incubated for 1h at room 
temperature. Unbound DNA was washed off with washing buffer containing 500mmol/L 
NaCl. Captured methylated DNA was recovered by adding 50µl DNAse free water and 
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incubation at 65°C for 15 minutes. The distribution of CpG methylation densities in both 
fractions (unmethylated and methylated) was controlled by qPCR using primers covering 
the imprinted SNRPN and a genomic region lacking CpGs (empty 6.2). Sequencing libraries 
were prepared with the NEBNext Ultra II DNA Library Prep Kit for Illumina (NEB) according 
to manufacturer’s instructions. The quality of dsDNA libraries was analyzed using the High 
Sensitivity D1000 ScreenTape Kit (Agilent) and concentrations were determined with the 
Qubit dsDNA HS Kit (Thermo Fisher Scientific). Libraries were single-end sequenced on a 
HiSeq3000 (Illumina).

MCIP-seq reads were aligned to the human reference genome build hg19 with bowtie 
96 (v1.1.1) and bigwig files were generated for visualization with deepTools bamCoverage 97 
(v3.5.1). Peak calling was performed with MACS2 98 (v2.1.2) using default settings and input 
DNA as a control. The resulting peaks were filtered against the ENCODE blacklisted regions 
89. Furthermore, a list of regions accessible by MCIP-seq was defined based on data from 
monocytes treated with the CpG Methyltransferase SssI. All peaks that did not overlap with 
this list of mappable regions were considered false positives and discarded using bedtools 
intersect99. Functional annotation of peaks was performed with the ChIPseeker (Figure 1A) 
and the annotatr 100 (Figure 1B) R packages. 

RNA-seq data generation and differential expression analysis
Sample libraries were prepped using 500 ng of input RNA according to the KAPA RNA 
HyperPrep Kit with RiboErase (HMR) (Roche) using Unique Dual Index adapters (Integrated 
DNA Technologies, Inc.). Amplified sample libraries were paired-end sequenced (2x100 bp) 
on the Novaseq 6000 platform (Illumina) and aligned against the human genome (hg19) 
using STAR v2.5.4b 101. 

Salmon 102 was used to quantify expression of individual transcripts, which were 
subsequently aggregated to estimate gene-level abundances with the R package tximport 
103. Human gene annotation derived from GENCODE 104 v30 was downloaded as a GTF file. 
Both gene- and transcript-level abundances were normalized to counts per million (CPM) 
for visualization in the figures of this paper. Differential gene expression analysis of count 
estimates from Salmon was performed with DESEq2 93 v1.34.0. 

Fusion gene detection
Fusion gene identification was carried out on RNA-seq reads by means of an ensemble of 
software tools, namely STAR-Fusion 105, FusionCatcher 106, Arriba 107, Pizzly 108, JAFFA 109 and 
SQUID 110. Results from these tools were integrated with fusion-reporter, a python script 
developed for the nf-core framework of bioinformatics pipelines 111. Fusion gene candidates 
previously found in studies of healthy tissues or involving partners in close proximity, as 
reported by the databases bundled with FusionCatcher, were discarded. Majority voting by 
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a minimum of 3 tools was employed to select the final fusion candidates per sample, which 
were then combined into a single master list.

The combined list of fusions was further annotated based on their presence in fusion 
gene databases (FusionGDB, COSMIC and Mitelman) or previous reports of that fusion in 
leukemia studies 112–115. Fusions whose individual genes are involved in leukemia according 
to the Disgenet database 116 were also annotated. The master list and the leukemia-related 
annotations were visually represented with the oncoPrint function of the ComplexHeatmap 
R package.

Gene set enrichment analysis and identification of hematopoietic signatures
Gene set enrichment analysis (GSEA) 117 was computed with the fgsea R package using the 
multilevel splitting Monte Carlo approach to calculate p-values, with the settings minSize=15, 
maxSize=5000. We used the MSigDB C5 collection, containing GO terms, to investigate 
enrichment for gene functions and biological processes 118. We also employed a customized 
MSigDB C2 collection, containing the version v7.5.1 of C2 plus several hematopoiesis-related 
datasets kindly provided by Dr. Charles Mullighan. Moreover, we added datasets derived 
from supervised comparisons between ETP-ALL and other T-ALLs 21,119, as well as a signature 
of leukemia induced in DN2 thymocytes mice by a retrovirus coexpressing Myc and Bcl2 120. 
Both C2 and C5 were downloaded with the msigdbr R package.

To evaluate the potential cell of origin of CIMP leukemias, we analyzed the samples with 
single sample GSEA (ssGSEA) implemented as a part of the GSVA R package 121. With that 
same goal, we employed CIBERSORTx 25, originally designed to dissect cell type proportions 
in a mixture on the basis of a signature matrix. Signature matrices were generated from 
single cell datasets obtained from the Human Cell Atlas 23 and the Atlas of Human Blood 
Cells 24.

ChIP-seq data generation and analysis
ChIP-seq data were generated with different antibodies targeted at histone marks (H3K27ac, 
H3K27me3) and CTCF. ChIP was performed as described previously with slight modifications 
122. Briefly, cells were crosslinked with 1% formaldehyde for 10 minutes at room temperature 
and the reaction was quenched with glycine at a final concentration of 0.125 M. Chromatin 
was sheared using the Covaris S220 focused-ultrasonicator to an average size of 250–350 bp. 
A total of 2.5 µg of antibody against H3K27ac (Abcam, ab4729) was added to sonicated 
chromatin of 2 × 106 cells and incubated overnight at 4 °C. Protein A sepharose beads (GE 
healthcare) were added to the ChIP reactions and incubated for 2 h at 4 °C. Beads were 
washed and chromatin was eluted. After crosslink reversal, RNase A and proteinase K 
treatment, DNA was extracted with the Monarch PCR & DNA Cleanup kit (NEB). Sequencing 
libraries were prepared with the NEBNext Ultra II DNA Library Prep Kit for Illumina (NEB) 
according to the manufacturer’s instructions. The quality of dsDNA libraries was analyzed 
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using the High Sensitivity D1000 ScreenTape Kit (Agilent) and concentrations were assessed 
with the Qubit dsDNA HS Kit (Thermo Fisher Scientific). Libraries were single-end sequenced 
on a HiSeq3000 (Illumina).

ChIP-seq reads were aligned to the human reference genome build hg19 with bowtie 96  
(v1.1.1) and bigwig files were generated for visualization with deepTools bamCoverage 123 
(v3.5.1). For data with narrow read distributions (H3K27ac, CTCF), peak calling was performed 
with MACS298 (v 2.1.2) using default settings and the resulting peaks were filtered against 
the ENCODE blacklisted regions 89. For H3K27me3, which is found in broad domains, peak 
calling was performed with EPIC2 124.

ATAC-seq data and analysis
ATAC-seq was essentially carried out as described 125. Briefly, prior to transposition the 
viability of the cells was assessed and 1 × 106 cells were treated in culture medium with 
DNase I (Sigma) at a final concentration of 200 U ml−1 for 30 minutes at 37 °C. After Dnase I 
treatment, cells were washed twice with ice-cold PBS, and cell viability and the corresponding 
cell count were assessed. 5 × 104 cells were aliquoted into a new tube and spun down at 
500 × g for 5 minutes at 4 °C, before the supernatant was discarded completely. The cell 
pellet was resuspended in 50 µl of ATAC-RSB buffer (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 
3 mM MgCl2) containing 0.1% NP-40, 0.1% Tween-20, and 1% Digitonin (Promega), and was 
incubated on ice for 3 minutes to lyse the cells. Lysis was washed out with 1 ml of ATAC-
RSB buffer containing 0.1% Tween-20. Nuclei were pelleted at 500 × g for 10 minutes at 
4 °C. The supernatant was discarded carefully and the cell pellet was resuspended in 50 µl 
of transposition mixture (25 µl 2× tagment DNA buffer, 2.5 µl transposase (100 nM final; 
Illumina), 16.5 µl PBS, 0.5 µl 1% digitonin, 0.5 µl 10% Tween-20, 5 µl H2O) by pipetting up 
and down six times. The reaction was incubated at 37 °C for 30 minutes with mixing before 
the DNA was purified using the Monarch PCR & DNA Cleanup Kit (NEB) according to the 
manufacturer’s instructions. Purified DNA was eluted in 20 µl elution buffer (EB) and 10 µl 
purified sample was objected to a ten-cycle PCR amplification using Nextera i7- and i5-index 
primers (Illumina). Purification and size selection of the amplified DNA were carried out with 
Agencourt AMPure XP beads. For purification the ratio of sample to beads was set to 1:1.8, 
whereas for size selection the ratio was set to 1:0.55. Purified samples were eluted in 15 µl 
of EB. Quality and concentration of the generated ATAC libraries were analyzed using the 
High Sensitivity D1000 ScreenTape Kit (Agilent) and libraries were sequenced paired-end on 
a NovaSeq (Illumina).

ATAC-seq reads were aligned to the human reference genome build hg19 with bowtie2126 
(v2.3.4.1), which is recommended for longer reads, and mitochondrial and duplicate reads 
were excluded. Bigwig files were generated as described above. Peak calling was also 
performed with MACS298 (v 2.1.2), but with the following settings: --nomodel --shift 100 
--extsize 200. The resulting peaks were filtered against the ENCODE blacklisted regions 89.
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Whole exome sequencing (WES)
The Genomic DNA Clean & Concentrator kit (ZYMO Research) was used to remove EDTA from 
the DNA samples. Sample libraries were prepared using 100 ng of input according to the 
KAPA HyperPlus Kit (Roche) using Unique Dual Index adapters (Integrated DNA Technologies, 
Inc.). Exomes were captured using the SeqCap EZ MedExome (Roche Nimblegen) according 
to SeqCap EZ HyperCap Library v1.0 Guide (Roche) with the xGen Universal blockers – TS Mix 
(Integrated DNA Technologies, Inc.). The amplified captured sample libraries were paired-
end sequenced (2x100 bp) on the Novaseq 6000 platform (Illumina) and aligned to the hg19 
reference genome using the Burrows-Wheeler Aligner (BWA)127, v0.7.15-r1140.

Identification and analysis of small genetic variants
Single nucleotide variant (SNV) and small insertion/deletion (indel) detection was performed 
with a custom script that integrated variants called by multiple software tools, including 
HaplotypeCaller and MuTecT2 from GATK v4.0.0 128, VarScan2 129, bcftools 130, Strelka2 131 
and Pindel 132. A highly optimized in-house tool (annotateBamStatistics) was then used to 
compute the variant allele frequency (VAF) of every variant  as well as position-specific 
metrics for such as strand bias, number of clipped reads or the number of alternative 
alignments (Table S2). The combined list of variants was subjected to stringent filtering to a 
remove low-quality positions, considering the following criteria: 

a)   strand bias between 0 and 1 for regions within the exome capture (+200 bp)
b)   total sequencing depth of at least 8 reads and 4 for the variant allele
c)   alignment quality 40 or more and base calling score 30 or more
d)   fewer than 40% of reads mapping to a base other than the reference and alternative 

alleles
e)   maximum of 10% of the reads with an alternative alignment or a superior alternative 

alignment score in bwa (XS)
f)   removal of extremely long indels (500 bp or more)
g)   removal of variants in simple repeats as detected by RepeatMasker 133(downloaded from 

UCSC)
h)   removal of variants in highly repetitive genomic regions, as determined by 95% or more 

identity to another region in selfChain link files from UCSC
i)   removal of clusters of at least 3 SNVs with a distance of less than 5 bp from each other

Furthermore, since we did not have control material for these patients, we selected 
mutations likely to be somatic among the variants identified by WES based on functional 
annotation by Annovar134. Thus, we first considered mutations complying with the 
following criteria: a) located in exons or in splicing acceptor regions, b) non-synonymous 
SNV or indels, c) with a VAF of at least 1%. Single nucleotide polymorphisms (SNPs) with a 
population frequency higher than 0.0002 were excluded unless they were reported in the 
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COSMIC database v94 135 in at least 5 hematological cancers, or they were present in genes 
with frequent clonal hematopoiesis mutations (DNMT3A, TET2, ASXL1) 136. Variants present 
in a healthy donor (though not a paired matched control) were also removed to further 
eliminate common variants and technical artifacts. Moreover, variants present in a blacklist 
of frequent non-somatic variants found in WES from AML and CD34+ cells were discarded. 
Finally, probable oncogenic variants were selected as those that fulfilled one or more of the 
following conditions: i) in COSMIC database; ii) frameshift, stopgain or startloss; iii) majority 
of damaging functional predictions by tools such as PolyPhen, SIFT, LRT and others. 

Given the difficult interpretation of some of these variants, the resulting list was further 
reduced by selecting only genes  previously reported in leukemia (Disgenet database 116), 
cancer (COSMIC 135) or relevant in hematopoiesis (GO term GO:0030097). This file (Table S2) 
was used as an input for the oncoPrint function of the ComplexHeatmap R package to show 
the distribution of mutations in this cohort.

Copy number alteration (CNA) detection
Copy number analysis on WES data was performed with CNVkit 137 v0.9.9 in two steps. 
First, a pooled reference was generated based on 12 datasets from healthy CD34+ cells (9 
from adult bone marrow and 3 from cord blood). As suggested by the instructions of the 
program, 5 kb regions of poor mappability were excluded from the analysis. Subsequently, 
the reference was employed to compute log2 copy ratios and infer discrete copy number 
segments using the default settings of CNVkit. Finally, we derived absolute integer copy 
numbers of these segments with the function “cnvkit call” and copy number alterations 
(CNAs) were computed at the gene level with cnvkit genemetrics. Copy number data were 
summarized across all AML samples and represented as a heatmap with ComplexHeatmap. 
Scatter plots of specific regions such as NF1 were created with cnvkit scatter.

These results were validated by orthogonal analyses with CNV Radar138 on WES data and 
Control-FREEC 139 on input DNA sequencing data generated for the ChIP-seq and MCIp-seq 
experiments. For CNV Radar, common SNPs (db SNP 151) were annotated in the variants 
called by bcftools call with the SnpSift 140 tool, as prescribed by the instruction manual. This 
step ensures that the B-allele frequency (BAF) is only calculated with polymorphisms that 
are expected to be heterozygous, avoiding distortions introduced by potentially subclonal 
somatic mutations. A panel of non-matched normals was used as a control analogously to 
the previous analysis with CNVkit. Control-FREEC was run without controls in windows of 
100,000 bp were used to compensate for the low sequencing depth of the files. 

Hi-C data and analysis
Low-C was performed using 12k flow sorted cells as previously reported 141. The following 
procedural modifications were made: 500U of Hind III-HF (NEB R3104) was used as the 
restriction enzyme instead of 100U of Mbol. The mock PCR amplification was monitored 
by qPCR instead of by using an agarose gel. This was done by removing the magnetic beads 
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from, and adding 20x sybr (Biotium 3100) to, a small aliquot of the PCR reaction after two 
cycles.

Hi-C data were first processed with HiCUP 142 v0.8.2,  a pipeline for mapping and 
processing Hi-C data that removes technical artifacts and other invalid or uninformative 
di-tags. As part of this pipeline, the reads were aligned to the human reference genome 
build hg19 using Bowtie2 126 v2.3.4.1. Filtered di-tags were then extracted with the script 
hicup2juicer and subsequently binned with juicer tools pre 143 v1.22.01 at the default 
resolutions 2.5 Mb, 1 Mb, 500 Kb, 250 Kb, 100 Kb, 50 Kb, 25 Kb, 10 Kb, and 5 Kb. The 
resulting .hic files were used for visualization. Identification of TADs and loops was conducted 
for each group of leukemias with the findTADsAndLoops.pl find script of the HOMER suite 
with the parameters –res 5000 and –window 10000. Loops and TADs were then aggregated 
with the merge2Dbed.pl script and individual scores were calculated per each sample with 
findTADsAndLoops.pl score using the same settings as above. These scores were imported 
to DESeq2 93 (v1.24.0) with the DESeqDataSetFromMatrix function and transformed with 
varianceStabilizingTransformation for unsupervised analysis as described above for other 
epigenomics data. Differences in TADs and loop scores between conditions were computed 
with a Wald test using the DESEq function. The results were visualized with plotgardener 87. 

Because each individual dataset was sequenced at relatively low depth of coverage 
(average = 398 M paired end reads, 300 M valid pairs and 155 M unique pairs), identification 
of structural features was conducted in aggregate as described above. The 4537 TADs and 
9443 loops detected across all datasets were comparable to previous Hi-C results, such as 
5975 domains and 6058 loops in K562 or 9274 domains and 9449 loops in GM12878 41.

Integration of Hi-C data with gene expression and CTCF binding
TAD boundaries were defined as 5000 bp regions (same as the resolution used for TAD calling) 
centered on their borders. CTCF binding sites overlapping with those regions were identified, 
but only a single peak with the smallest FDR was kept for each boundary, depending on 
which comparison was conducted. Similarly, MCIP-seq peaks overlapping with boundaries 
were selected based on their FDR for each comparison. Differential expression of genes 
within TADs was also incorporated. This information is summarized in Tables S18 and S19, 
which were used to identify variable TADs with a) significant changes in CTCF binding in their 
boundaries, b) differentially expressed genes.

Loop anchors were defined according the coordinates provided by HOMER, with an extra 
padding of 5000 bp on each side to account for the resolution used in loop calling. Enhancers 
and promoters (see Identification of enhancer and promoter regions) in the vicinity of loop 
anchors were identified at a distance of 25,000 bp or less. Thus, we could select enhancer-
promoter loops as those with an anchor close to an enhancer and a promoter on each side 
(Tables S20 and S21). For loop anchors attached to a promoter, differential expression of the 
corresponding gene between the conditions of interests was also retrieved. 
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SUPPLEMENTARY INFORMATION

SUPPLEMENTARY RESULTS

The mutational landscape of CIMPs is similar to that of ETP-ALL
Although CIMP cases were originally diagnosed as AML, the mixed lymphoid and myeloid 
phenotype of these leukemias calls for a revised classification. To evaluate their relationship 
with other leukemias at the genetic level, we compiled data from published studies on AML 
1,2, T-ALL 3–6, ETP-ALL 5–9 and T/M MPAL 10,11 (Table S6, Table S7). Genes like NOTCH1, PHF6, 
JAK3 or DNM2 were more often mutated in CIMP than in AML (p-value < 0.05, Fisher’s 
exact test), but not than in T-ALL, whereas DNMT3A, IDH2 and RUNX1 exhibited mutation 
frequencies more similar to AML than to T-ALL. Mutation frequencies were generally 
comparable to T/M MPAL and especially ETP-ALL, although this assessment might be limited 
by the small sample size of the CIMP cohort. A significant difference was found for MED12, 
which was mutated in 36% of the CIMP cases and only 5% of all ETP-ALL and 1% of T/M 
MPAL. Interestingly, only two CIMP patients harbored lesions in CHEK2, a gene involved 
in DNA damage response. Although rare in de novo leukemia, germline CHEK2 mutations 
have been reported to increase predisposition to various hematological malignancies, often 
following treatment for solid cancer 12–15. Data on gene fusion were less conclusive, as there 
were no recurrent fusions identified in CIMP cases and studies in other cohorts yielded 
contradictory results (Table S8).

The frequency of CNAs in CIMPs (average, 13/genome) was higher than in AML (average, 
6.3/genome), but lower than in T-ALL (average, 24.1/genome). However, aneuploidies were 
found much more frequently in the CIMP group (7/14) than in both AML (5/44) and T-ALL 
(5/14). This fraction was also much larger than the 20% of AML with aneuplodies reported 
in the literature 16, and frequent CNAs observed in AML, such as gain of chr8 or loss of 
chr7, were not particularly overrepresented in this cohort 17,18. Altogether, this suggests 
unexpected genetic instability in these leukemias, which may be linked to alterations, 
genetic or epigenetic, in genes involved in DNA repair. 

Even though no single gene was mutated in all CIMP cases, some mutations were 
present in more than 30% of the patients, including NOTCH1, PHF6, NF1, MED12 and WT1. 
While some of those are found at similar frequencies in ETP-ALL, lesions in NF1 and MED12 
were uniquely abundant in CIMP leukemias. MED12 is a subunit of the Mediator complex, 
which plays critical functions in the regulation of transcription at multiple levels, including 
initiation, pausing and elongation 105. The Mediator complex has been implicated in short-
range interactions in collaboration with cohesin 42,106, but recent studies indicate it may 
act as a functional rather than an architectural bridge between enhancers and promoters 
107,108. Importantly, MED12 is essential for HSC function by cooperating with p300 in the 
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maintenance of enhancer activity 109. Together with other mutations affecting epigenetic 
modifiers, MED12 lesions can thus contribute to the abnormal epigenetic state of these 
leukemias.  The recurrence of NF1 copy number losses was also noteworthy. Inactivation 
of NF1 results in RAS overactivation and increased blast colony formation and has been 
associated with poor prognosis in AML 110,111, but is also detected in T-ALL with and without 
neurofibromatosis  112,113. The specific contribution of these mutations to the unique 
epigenetic phenotype of these leukemias remains to be elucidated.

Analysis of active and inactive chromatin
To further understand the epigenetic makeup of CIMP leukemias, we conducted additional 
analyses of the ATAC-seq and ChIP-seq data mentioned above. Contrary to methylation 
and expression data, there were no large differences between CIMP and either AML or 
T-ALL in terms of both open chromatin (Figure S9A) and H3K27ac deposition (Figure S9D). 
Unexpectedly, however, chromatin was slightly more open at promoters in CIMPs relative 
to AML, despite the widespread hypermethylation leading to gene silencing. Supervised 
comparisons similarly revealed that even numbers of promoters and enhancers are either 
active or inactive in CIMP with respect to AML or T-ALL (Figures S9B, S9E). 

To draw more meaningful conclusions, we conducted GSEA on genes located in the vicinity 
of these variable peaks, ranked according to their differential binding in each comparison. 
CIMPs exhibited marked depletion of open chromatin at the targets of the PRC complex, 
i.e. regions marked by H3K27me3, relative to both AML and CD34+ cells (Figure S9C). This 
is in keeping with the preferential DNA methylation at these same regions, which become 
increasingly closed as well. Remarkably, CIMPs displayed open chromatin at genes normally 
expressed in AML when compared to T-ALL, whereas genes involved in T-cell differentiation 
were closed. Similar observations were derived from GSEA on H3K27ac (Figure S9F), but 
these same T-cell gene sets were more active than in CD34+ cells. Likewise, H3K27ac GSEA 
in CIMP vs AML revealed upregulation of T-cell sets and downregulation of AML ones. This 
is consistent with the epigenetic ambiguity of these leukemias and the notion that their 
differentiation is blocked at an intermediate stage, thus preventing a full commitment to 
either the T-lymphoid or the myeloid lineages. 

Finally, we also also generated H3K27me3 ChIP-seq for a few CIMP and AML samples 
to investigate whether the increases in DNA methylation are accompanied by increased 
deposition of H3K27me3. Interestingly, there was a slight decrease in global H3K27me3 
levels (Figure S9G), confirmed by supervised comparisons carried out with DiffBind (Figure 
S9H). Therefore, the establishment of DNA methylation does not require spreading of 
H3K27me3 to additional regions. GSEA revealed enrichment of H3K27me3 at genes involved 
in mitosis and NOTCH signalling, and depletion at genes downregulated in various types 
of AML (NPM1-mutant, RUNX1-ETO fusions, etc.). However, none of these results were 
significant with a FDR < 0.05, possibly due to the small size of the dataset.
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Analysis of motif activity in chromatin accessibility data
The regulatory networks driving a differentiation block in CIMP were investigated with 
chromVAR, a tool that estimates TF motif activity by computing bias-corrected deviations 
in chromatin accessibility at motif-containing peaks relative to the expectation. Sample 
clustering based on the Pearson correlation between their motif accessibility scores grouped 
most CIMP with T-ALL (Figure S10A), in contrast with the analysis of global accessibility data, 
which segregated T-ALL from CIMPs (Figure S2H). In other words, while open chromatin 
regions preferentially contain binding sites for the same TFs that are active in T-ALL, the 
distribution of all accessible regions is not exclusively myeloid. Indeed, comparisons between 
CIMP and T-ALL revealed a large number of differential peaks genome-wide (Figure S9B). 
This is in line with the hypothesis that CIMPs derive from a lymphoid-biased progenitor with 
multilineage capacity that have acquired an incomplete myeloid differentiation program.

The most variable motifs across the entire leukemia cohort belonged to the JUN and 
FOS families of proto-oncogenes, which are positive regulators of myeloid differentiation 
19 and are overexpressed in certain subtypes of AML 20,21. Besides, several members of the 
C/EBP and GATA families were also very variable, consistently with the important roles 
in differentiation of genes like GATA2 22 or CEBPA 23. Some of the most variable motifs, 
as well as other TFs of interest, were evaluated for synergy (Figure S9E). CTCF was highly 
antagonistic with KLF4, CEBPA, SPI1 and FOS, but positively associated with LEF1. Notably, 
both KLF4 24,25 and LEF1 26 are involved in structural reorganization of the genome, like 
CTCF, with KLF4 forming loops independently of CTCF. CEBPA and FOS were also strongly 
synergistic, in line with observations that JUN forms heterodimers with CEBPA that direct 
monocytic differentiation more potently than either of the two TFs alone 27. However, high 
JUN expression has also been reported to inhibit CEBPA binding in AML, indicating a possible 
competitive behaviour as well 28.

Supervised comparisons of motif activity revealed large differences in C/EBP between 
CIMP and AML, as well as between AML and T-ALL (Figure S10D). This suggests C/EBP activity 
might be critical for the loss of myeloid potential in CIMP leukemias, in line with previous 
reports of the essential function of CEBPA in the establishment of the myeloid trajectory 
23. Interestingly, other TFs were significantly more active in CIMP than in T-ALL, including 
SPI1 (PU.1), which induces myeloid commitment at high levels29 and whose downregulation 
is necessary for terminal T-cell maturation30, but also BACH1, which promotes B-cell 
development at the expense of the myeloid lineage 31. 

Additional examples of altered 3D genome structure
In order to detect changes in 3D genome structure that lead to alterations in gene expression, 
we identified variable TADs and loops that contained or overlapped differentially expressed 
genes. Most of these differences were observed between CIMP and AML, in line with the 
notion that CIMP leukemias may derive from a lymphoid progenitor. 
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We first investigated whether any TFs silenced by promoter methylation exhibited 
concomitant changes in chromatin interactions. Only three of these TFs were found in loops 
with decreased intensity in the CIMP group: PKNOX2, KLF4 (Figure 8G), CEBPD (Figure 8H). 
In the latter two, the loss of interaction was accompanied by reduced CTCF binding and gain 
of methylation at the CEBPD and KLF4 promoters.  On the other hand, 7 downregulated 
genes were found in ΔTADs, including again CEBPD and KLF4, but also other TFs like TAL1, 
IRF8 (Figure S8J) and MAFB. In view of these observations, changes in 3D structure may 
contribute to silencing of TFs driving a differentiation block, but they are dispensable for a 
process that is largely driven by promoter silencing.

Next, we conducted an unbiased survey of ΔTADs (Tables S18-S19) and DIs (Tables 
S20-S21) with associated changes in CTCF binding and potential implications for gene 
expression. Aside from the examples described in the main text, the IRF8 TAD exhibits 
reduced insulation accompanied by a loss of CTCF binding on the right boundary. Similarly, 
the TAD containing GASK1B was partially lost, potentially leading to downregulation of this 
gene due to the lack of interaction with a proximal enhancer (Figure S8K). On the other 
hand, the ANGPT2 TAD became strongly insulated, possibly resulting in upregulation of this 
gene (Figure S8L). Gain of interaction between GATA3 and a putative enhancer that is only 
active in CIMP and not in AML possibly lead to overexpression of GATA3 (Figure 8I). Likewise, 
a loop involving the promoter of DNMT3B (Figure S8M) In contrast, the loss of interaction 
between IL6 and putative upstream enhancer elements may explain the downregulation of 
this gene, whose promoter was unmethylated (Figure S8M).

There were only 3 ΔTADs and DIs between CIMP and T-ALL with reduced CTCF binding, 
one of which was loss of insulation at the TAD containing ASCC1 (Figure S8O). This limited 
chromatin remodelling is in keeping with the notion that these leukemias originate from 
a lymphoid-biased cell. On the other hand, there were also fewer T-ALL replicates, which 
decreased the statistical power to detect such changes. The 8 differential enhancer-promoter 
loops between CIMP and T-ALL did not exhibit a clear correlation with gene expression 
(Figure 8F). Among those DIs was a loss of interaction between the promoter of the longer 
DIPK1A isoforms avnd downstream exonic regions of the same gene, which is downregulated 
in CIMPs (Figure S8P). This downregulation is accompanied by a loss of H3K27ac at said 
promoter. Another example is the gained interaction between RCC2 and distal regulatory 
elements close to SDHB, which could possibly contribute to the overexpression of that gene 
(Figure S8Q).
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SUPPLEMENTARY FIGURES
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Figure S1. Dimensionality reduction of MCIP-seq data with different strategies. Methylation similarly separates 
CIMP from AML and CD34+ HSPCs using PCA (A), UMAP (B), MDS (C) or t-SNE (D). Relevant AML subgroups known 
to exhibit distinct patterns of gene expression are highlighted. E. Heatmap of the 3000 most variable MCIP-seq 
regions across all samples, displaying their Z-scores and clustered by Euclidean distance.
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Figure S2. Epigenetic and transcriptional landscape of CIMP, AML, T-ALL and CD34+ cells. Dimensionality 
reduction with either UMAP or PCA of various types of epigenomics data (A-D) in AML, CIMP, T-ALL and CD34+ 
HSPCs. Relevant AML subgroups known to exhibit distinct patterns of gene expression are highlighted, revealing 
proximity between CIMP and CEBPA DM AML.

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL
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Figure S3. Validation of copy number analysis and comparison with other leukemias. Copy number alterations 
detected by different algorithms were represented as a heatmap where red indicates a copy number gain and blue 
a copy number loss. A. Reanalysis of WES data by CNV Radar. B. Validation of results from WES data in input DNA-
sequencing with Control-FREEC. C. Copy number analysis of AML input data with Control-FREEC. D. Copy number 
analysis of AML input data with Control-FREEC.
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Figure S4
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Figure S4. GSEA and signature analysis reveals that CIMPs have an early cell of origin. A-D. GSEA enrichment 
plots from comparisons between AML and T-ALL (left), AML (center) and CD34+ cells (right). The false discovery 
rate (FDR) and the normalized enrichment score (NES) are indicated underneath. E. Heatmap with the results of 
single sample GSEA (ssgSEA) for each individual sample in the cohort, considering only hematopoietic datasets 
derived from various hematopoietic fractions by the Ebert group 32. The ssGSEA values were normalized as Z-scores, 
with blue corresponding to negative values (less enrichment) and red to positive values (more enrichment). No 
clustering was applied, samples are grouped by the leukemia types and subtypes they belong to, indicated at the 
top. F. Heatmap with the ssGSEA results from E, but averaged for each leukemia type (CEBPA DM AML is shown 
separately given its similarity to the CIMP group in previous analyses) and normalized as Z-scores. G. Same as 
E., but using datasets derived from a study by the Dick group 33. H. Same as G., but using datasets from the Dick 
group. I. Heatmaps showing the cellular composition inferred by CIBERSORTx for each sample based on a signature 
derived from the Atlas of Human Blood Cells 34 (same dataset as in Figure 4C). The analysis was performed on a 
mixture matrix containing RNA-seq raw counts from multiple leukemia subgroups. The results are presented for 
each individual sample (columns) following Z-score normalization by cell type (rows). Hierarchical clustering was 
performed for both rows and columns using Manhattan distances. J. Same as I., but using a dataset derived from 
the Human Cell Atlas 35 for deconvolution. K. Box plot displaying the CIBERSORTx scores using a signature matrix 
derived from the Human Cell Atlas.

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL
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Figure S5. Integration of methylation and gene expression data reveals widespread silencing of transcription 
factors in CIMP. A. Box plots displaying methylation levels (MCIP-seq) computed by DiffBind at genomic regions 
of the Blueprint regulatory build 36. B. Box plots displaying methylation levels at MCIP-seq peaks, grouped by 
their proximity to genomic features as determined by ChIPseeker. C. Average methylation levels in a 4-kb window 
around the center of H3K4me1 peaks, corresponding to putative promoters, for leukemia and healthy cell types. 
Leukemia cases, in particular CIMP and T-ALL, exhibit increased methylation levels at the center of the peak 
compared to differentiated cell types. D. Tornado plot depicting methylation levels at promoters in CIMP leukemia 
and healthy cells, including differentiated cell types. The HSPC tracks in purple were downloaded from ENCODE 
37and show chromatin accessibility (DNase-seq) as well as histone marks for enhancers (H3K4me1), promoters 
(H3K4me3), activation (H3K27ac) and repression (H3K27me3). GC density was downloaded from the UCSC browser 
38. Methylation is notably increased in CIMP leukemia, especially in regions marked by H3K27me3. E. Average 
methylation levels in a 1-kb window around the center of H3K4me1 peaks, either overlapping H3K27me3 peaks 
(bivalent regions, right) or not (left), for different leukemias and healthy cell types. F. Box plots depicting the same 
data as in E., but only from the central 100 bp of each peak. G. Raw MCIP-seq data for a few selected samples of 
each leukemia (CIMP, T-ALL, AML) at promoters of hematopoietic genes with significant changes in methylation. 
H. Summary of results of pre-ranked GSEA conducted on genes in the vicinity of DMRs between CIMP and T-ALL, 
using the FDR as the ranking value. The C2 (left) and C5 (right) MSigDB collections were used in the analysis. I. 
Same as H, but showing enrichment in CIMP with respect to CD34+ cells. J-L. GSEA enrichment plots of differential 
methylation between CIMP and AML (J), T-ALL (K) and CD34+ cells (L). M. Results of motif enrichment analysis in 
MCIP-seq peaks conducted with the AME tool. The enrichment scores are presented in a scale from white (lowest) 
to red (highest). The left panel depicts motifs overrepresented in all peaks, whereas the middle and left depict 
motifs overrepresented in CIMP-specific peaks compared to AML and T-ALL respectively.
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Figure S6
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Figure S6. Integration of methylation and gene expression data. A. Scatter plot showing the inverse correlation 
between differences in promoter methylation (X axis) and differences in gene expression (Y axis) in CIMP compared 
to AML (left panel) and to T-ALL (right panel). The values are the log10 of the false discovery rate (FDR) with the 
sign of the fold change in comparisons by DESeq2. B. Starbust plot depicting changes in gene expression (Y axis) 
and methylation (X axis) between CIMP and AML (left) and T-ALL (right). Contrary to Figure 6, this plot includes all 
gene promoters, not only a selected subset. C. Jitter plots showing methylation (top) and expression (bottom) of a 
few selected genes in CIMP and other leukemias, as well as HSPCs.
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Figure S7. Effects of methylation on CTCF binding in CIMP and other leukemias. A. Volcano plot of differential 
CTCF binding. Regions with a FDR < 0.05 and |log2 FC| > 2 are highlighted. B. Venn diagram with overlap between 
the consensus lists of MCIP-seq peaks and CTCF ChIP-seq peaks. C. Box plot displaying changes in CTCF binding in 
relation to differences in methylation between CIMP and AML (left) or T-ALL (right). D. Box plot displaying changes 
in methylation between CIMP and AML (left) or T-ALL (right) at MCIP-seq peaks that either overlap with CTCF 
binding sites or that do not. E. Occupancy of CTCF binding sites across the entire cohort of samples, including 
leukemia and CD34+ cells. F. Number of variable CTCF peaks in comparisons between CIMP and AML or T-ALL. G. 
Number of CTCF binding sites that are gained (Gain), lost with hypermethylation (Lost_met), lost without change 
in methylation (Loss_nomet) or unchanged in comparisons between CIMP and AML. Only regions with data from 
both -CTCF ChIP-seq and MCIP-seq are considered. H. Average frequency of CpG dinucleotides in all detected CTCF 
binding sites at every position of the CTCF motif (MA0139.1, JASPAR database39).  I. Same as H., but average CpG 
frequencies are calculated for the fractions of differential CTCF peaks described in F.
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Figure S8. Differences in 3D genome organization between leukemia groups. A. Bar plots depicting the percentage 
of differential CTCF peaks that overlap with TAD boundaries or loop anchors. B. UMAP plot of TAD inclusion ratios 
(IR) calculated by HOMER in Hi-C data from leukemia samples. C. UMAP plot of loop density scores calculated by 
HOMER in Hi-C data from leukemia samples. D. Pearson correlation heatmap of TAD IRs calculated by HOMER. 
E. Pearson correlation heatmap of loop density scores calculated by HOMER. F. PCA plot of TAD IRs calculated 
by HOMER in Hi-C data from leukemias and healthy CD34+ cells. G. PCA plot of loop density scores calculated by 
HOMER in Hi-C data from leukemia and healthy CD34+ cells. H. Distribution of gains or losses in CTCF binding in 
variable TADs (top) or differential interaction (bottom) when comparing CIMP vs T-ALL. I. Box plot showing change 
in CTCF binding (expressed as log2) at gained or lost differential interactions between CIMP and AML (left) or 
T-ALL (right). J. Aggregated HIC heatmap of the IRF8 locus, comparing interactions between the CIMP (uppermost 
triangle, n=5) and AML groups (bottom triangle, n=5). ΔTADs are highlighted as squares, colored in green if 
insulation is gained or in red if insulation is lost; DIs are indicated with black circles. Underneath, all loops detected 
in this region are shown in black, if they are invariable across conditions, and in green or red if they are gained or 
lost in CIMP relative to AML, respectively. The tracks below display MCIP-seq, CTCF ChIP-seq and H3K27ac ChIP-seq 
from CIMP and AML (n=4). Peaks gained in CIMP are highlighted in turquoise, whereas lost peaks are highlighted 
in light brown. The last track shows p300 binding measured by ChIP-seq in the K562 cell line. K-O. Same as H., but 
the GASK1B, ANGPT2, DNMT3B, IL6 and loci are shown, respectively. P-R. Same as H., but for comparisons between 
CIMP (n=4) and T-ALL (n=4). The ASCC1, DIPK1A and RCC2 loci are shown, respectively.

Common epigenetic signature defines mixed myeloid/lymphoid leukemias resembling ETP-ALL

7
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Figure S9
H

Pathway Gene ranks NES pval padj

CHUNG_BLISTER_CYTOTOXICITY_DN 2.36 1.6e−07 1.1e−05

MARZEC_IL2_SIGNALING_UP 2.34 7.3e−08 5.8e−06

ZHENG_BOUND_BY_FOXP3 2.30 1.6e−18 6.4e−16

PICCALUGA_ANGIOIMMUNOBLASTIC_LYMPHOMA_DN 2.25 2.6e−08 2.3e−06

CHEN_HOXA5_TARGETS_9HR_UP 2.22 1.2e−09 1.5e−07

SHIPP_DLBCL_VS_FOLLICULAR_LYMPHOMA_DN 2.20 1.8e−05 6.0e−04

KUROZUMI_RESPONSE_TO_ONCOCYTIC_VIRUS 2.19 1.1e−05 4.3e−04

PID_EPO_PATHWAY 2.18 4.7e−05 1.3e−03

PID_IL2_1PATHWAY 2.16 8.2e−06 3.2e−04

ZHAN_LATE_DIFFERENTIATION_GENES_DN 2.16 2.4e−04 4.7e−03

BEGUM_TARGETS_OF_PAX3_FOXO1_FUSION_UP −2.50 1.5e−08 1.4e−06

MIKKELSEN_MCV6_HCP_WITH_H3K27ME3 −2.61 9.8e−24 6.6e−21

MEISSNER_BRAIN_HCP_WITH_H3K27ME3 −2.69 2.4e−19 1.1e−16

MIKKELSEN_NPC_HCP_WITH_H3K27ME3 −2.70 7.7e−23 4.0e−20

BENPORATH_SUZ12_TARGETS −2.72 5.1e−48 8.1e−45

MEISSNER_NPC_HCP_WITH_H3K4ME2_AND_H3K27ME3 −2.73 2.1e−23 1.2e−20

BENPORATH_EED_TARGETS −2.73 2.1e−48 5.0e−45

BENPORATH_ES_WITH_H3K27ME3 −2.74 1.0e−50 4.7e−47

BENPORATH_PRC2_TARGETS −2.79 5.3e−36 4.1e−33

MIKKELSEN_MEF_HCP_WITH_H3K27ME3 −2.82 1.4e−37 1.7e−34
0 5000 10000 15000

Pathway Gene ranks NES pval padj

ISSAEVA_MLL2_TARGETS 1.97 4.9e−05 1.1e−02

REACTOME_INTERLEUKIN_10_SIGNALING 1.96 7.7e−05 1.5e−02

WILSON_PROTEASES_AT_TUMOR_BONE_INTERFACE_UP 1.88 9.8e−04 6.6e−02

VALK_AML_CLUSTER_9 1.86 4.7e−04 4.4e−02

XU_HGF_SIGNALING_NOT_VIA_AKT1_6HR 1.86 1.3e−03 7.9e−02

VERHAAK_AML_WITH_NPM1_MUTATED_UP 1.86 9.3e−07 4.0e−04

REACTOME_LYSOSOME_VESICLE_BIOGENESIS 1.83 6.7e−04 5.5e−02

ZHAN_MULTIPLE_MYELOMA_CD2_UP 1.82 6.8e−04 5.5e−02

PARK_TRETINOIN_RESPONSE_AND_RARA_PLZF_FUSION 1.80 3.4e−03 1.4e−01

GOLUB_ALL_VS_AML_DN 1.80 2.1e−03 1.0e−01

WP_MODULATORS_OF_TCR_SIGNALING_AND_T_CELL_ACTIVATION −1.86 1.1e−04 1.9e−02

FERRANDO_T_ALL_WITH_MLL_ENL_FUSION_UP −1.87 2.0e−05 5.9e−03

PID_IL2_PI3K_PATHWAY −1.89 2.2e−04 2.9e−02

WP_T_CELL_RECEPTOR_AND_COSTIMULATORY_SIGNALING −1.89 5.9e−04 5.0e−02

BIOCARTA_CTLA4_PATHWAY −1.92 2.0e−04 2.8e−02

BIOCARTA_TOB1_PATHWAY −1.93 4.1e−04 4.1e−02

SU_THYMUS −1.95 1.0e−04 1.9e−02

WP_PATHOGENESIS_OF_SARSCOV2_MEDIATED_BY_NSP9NSP10 −1.95 1.2e−04 1.9e−02

LEE_DIFFERENTIATING_T_LYMPHOCYTE −1.98 6.8e−09 6.4e−06

LEE_EARLY_T_LYMPHOCYTE_UP −2.02 2.2e−07 1.1e−04
0 5000 10000 15000

Pathway Gene ranks NES pval padj

ZHENG_FOXP3_TARGETS_IN_THYMUS_UP 2.47 5.7e−18 3.4e−15

ZHENG_BOUND_BY_FOXP3 2.46 1.6e−31 3.8e−28

NIKOLSKY_BREAST_CANCER_8Q12_Q22_AMPLICON 2.45 1.2e−12 3.0e−10

WENDT_COHESIN_TARGETS_UP 2.36 2.3e−07 1.7e−05

HAMAI_APOPTOSIS_VIA_TRAIL_UP 2.27 2.0e−30 3.1e−27

MILI_PSEUDOPODIA_HAPTOTAXIS_UP 2.26 3.5e−24 3.3e−21

DACOSTA_UV_RESPONSE_VIA_ERCC3_DN 2.26 2.0e−36 9.6e−33

LEE_RECENT_THYMIC_EMIGRANT 2.24 5.4e−13 1.4e−10

ZHENG_FOXP3_TARGETS_IN_T_LYMPHOCYTE_DN 2.23 1.5e−06 8.5e−05

DAVICIONI_TARGETS_OF_PAX_FOXO1_FUSIONS_DN 2.23 6.9e−07 4.4e−05

MIKKELSEN_NPC_HCP_WITH_H3K27ME3 −2.06 2.5e−11 3.9e−09

RICKMAN_HEAD_AND_NECK_CANCER_C −2.09 2.2e−05 8.3e−04

WP_VITAMIN_A_AND_CAROTENOID_METABOLISM −2.11 3.1e−04 7.4e−03

MIKKELSEN_MEF_LCP_WITH_H3K27ME3 −2.12 5.5e−05 1.8e−03

WHITE_NEUROBLASTOMA_WITH_1P36.3_DELETION −2.16 5.6e−04 1.2e−02

REACTOME_FORMATION_OF_THE_CORNIFIED_ENVELOPE −2.23 1.4e−06 8.1e−05

ROSS_AML_WITH_MLL_FUSIONS −2.46 8.0e−08 6.6e−06

NIKOLSKY_BREAST_CANCER_16Q24_AMPLICON −2.51 7.9e−07 4.8e−05

GRATIAS_RETINOBLASTOMA_16Q24 −2.57 5.5e−06 2.6e−04

NIKOLSKY_BREAST_CANCER_16P13_AMPLICON −2.71 1.3e−11 2.6e−09
0 5000 10000 15000

CIMP vs CD34+

Pathway Gene ranks NES pval padj

KEGG_PRIMARY_IMMUNODEFICIENCY 2.19 3.2e−05 2.6e−03

WP_CANONICAL_AND_NONCANONICAL_TGFB_SIGNALING 1.93 2.4e−03 6.0e−02

STARK_HYPPOCAMPUS_22Q11_DELETION_DN 1.92 1.0e−03 3.5e−02

GOLUB_ALL_VS_AML_UP 1.89 1.7e−03 4.8e−02

WP_CHOLESTEROL_BIOSYNTHESIS_PATHWAY 1.86 5.3e−03 9.4e−02

BARRIER_CANCER_RELAPSE_NORMAL_SAMPLE_DN 1.80 2.8e−03 6.7e−02

NIKOLSKY_BREAST_CANCER_19Q13.1_AMPLICON 1.74 9.1e−03 1.3e−01

PID_CD8_TCR_PATHWAY 1.70 4.0e−03 8.0e−02

KUUSELO_PANCREATIC_CANCER_19Q13_AMPLIFICATION 1.69 6.9e−03 1.1e−01

FINETTI_BREAST_CANCER_KINOME_GREEN 1.68 1.7e−02 1.7e−01

GRAHAM_CML_DIVIDING_VS_NORMAL_QUIESCENT_DN −1.87 1.5e−05 1.5e−03

TONKS_TARGETS_OF_RUNX1_RUNX1T1_FUSION_ERYTHROCYTE_UP −1.89 4.9e−07 1.1e−04

ZHU_CMV_8_HR_UP −1.89 2.5e−04 1.2e−02

YANG_BREAST_CANCER_ESR1_LASER_DN −1.95 5.6e−05 4.1e−03

BEGUM_TARGETS_OF_PAX3_FOXO1_FUSION_UP −1.95 1.6e−05 1.6e−03

HESS_TARGETS_OF_HOXA9_AND_MEIS1_DN −1.96 1.6e−06 2.9e−04

RICKMAN_HEAD_AND_NECK_CANCER_C −1.98 1.0e−05 1.1e−03

PETRETTO_CARDIAC_HYPERTROPHY −2.00 2.3e−05 2.0e−03

GRAHAM_NORMAL_QUIESCENT_VS_NORMAL_DIVIDING_UP −2.05 1.3e−06 2.5e−04

VERHAAK_AML_WITH_NPM1_MUTATED_UP −2.18 3.0e−13 1.3e−09
0 5000 10000

CIMP vs CD34+
Pathway Gene ranks NES pval padj

NIKOLSKY_BREAST_CANCER_16P13_AMPLICON 2.71 5.8e−14 7.5e−12

NIKOLSKY_BREAST_CANCER_7P22_AMPLICON 2.26 2.4e−05 6.4e−04

NIKOLSKY_BREAST_CANCER_22Q13_AMPLICON 2.16 4.3e−05 1.0e−03

MARTENS_TRETINOIN_RESPONSE_UP 2.16 1.8e−14 2.4e−12

CHEN_LUNG_CANCER_SURVIVAL 2.13 3.4e−04 6.0e−03

REACTOME_NON_INTEGRIN_MEMBRANE_ECM_INTERACTIONS 2.03 1.9e−04 3.5e−03

REACTOME_FORMATION_OF_ATP_BY_CHEMIOSMOTIC_COUPLING 2.02 1.7e−03 2.2e−02

NABA_BASEMENT_MEMBRANES 2.02 3.7e−04 6.3e−03

NIKOLSKY_BREAST_CANCER_8Q23_Q24_AMPLICON 1.99 4.8e−06 1.5e−04

WP_STRIATED_MUSCLE_CONTRACTION_PATHWAY 1.99 1.7e−03 2.2e−02

ISHIDA_E2F_TARGETS −2.52 2.7e−12 2.5e−10

ZHOU_CELL_CYCLE_GENES_IN_IR_RESPONSE_24HR −2.53 5.0e−16 8.0e−14

DUTERTRE_ESTRADIOL_RESPONSE_24HR_UP −2.53 6.6e−26 5.0e−23

FUJII_YBX1_TARGETS_DN −2.55 4.5e−20 1.2e−17

KOBAYASHI_EGFR_SIGNALING_24HR_DN −2.63 7.7e−27 8.6e−24

ROSTY_CERVICAL_CANCER_PROLIFERATION_CLUSTER −2.64 1.8e−20 5.1e−18

FLORIO_NEOCORTEX_BASAL_RADIAL_GLIA_DN −2.65 6.0e−23 2.5e−20

ZHAN_MULTIPLE_MYELOMA_PR_UP −2.68 7.3e−16 1.1e−13

SOTIRIOU_BREAST_CANCER_GRADE_1_VS_3_UP −2.74 3.0e−23 1.5e−20

LEE_EARLY_T_LYMPHOCYTE_UP −2.75 1.2e−21 4.0e−19
0 5000 10000

Pathway Gene ranks NES pval padj

LEE_DIFFERENTIATING_T_LYMPHOCYTE 2.10 4.7e−15 1.1e−12

WP_MODULATORS_OF_TCR_SIGNALING_AND_T_CELL_ACTIVATION 2.02 1.7e−06 6.6e−05

HOEBEKE_LYMPHOID_STEM_CELL_UP 1.99 1.1e−07 5.8e−06

KEGG_T_CELL_RECEPTOR_SIGNALING_PATHWAY 1.99 3.2e−08 2.0e−06

REACTOME_FGFR1_MUTANT_RECEPTOR_ACTIVATION 1.98 5.1e−05 1.2e−03

PID_IL2_1PATHWAY 1.97 5.1e−06 1.7e−04

PID_TXA2PATHWAY 1.96 6.3e−06 2.0e−04

WP_TCELL_RECEPTOR_TCR_SIGNALING_PATHWAY 1.96 1.8e−07 9.1e−06

PID_TCR_PATHWAY 1.96 3.5e−06 1.2e−04

REN_ALVEOLAR_RHABDOMYOSARCOMA_UP 1.96 2.3e−06 8.3e−05

ODONNELL_TFRC_TARGETS_DN −2.86 6.0e−18 3.3e−15

ZHOU_CELL_CYCLE_GENES_IN_IR_RESPONSE_24HR −2.88 3.7e−18 2.3e−15

FLORIO_NEOCORTEX_BASAL_RADIAL_GLIA_DN −2.96 5.0e−26 5.6e−23

RHODES_UNDIFFERENTIATED_CANCER −2.99 7.5e−15 1.7e−12

ZHAN_MULTIPLE_MYELOMA_PR_UP −2.99 1.4e−15 3.5e−13

GRAHAM_NORMAL_QUIESCENT_VS_NORMAL_DIVIDING_DN −3.01 3.6e−17 1.5e−14

EPITHELIAL_CELLS_INFLUENZA_A_DEL_NS1_INFECTION_DN −3.17 2.3e−29 3.3e−26

KANG_DOXORUBICIN_RESISTANCE_UP −3.18 8.1e−19 6.0e−16

ROSTY_CERVICAL_CANCER_PROLIFERATION_CLUSTER −3.27 7.9e−32 3.5e−28

SOTIRIOU_BREAST_CANCER_GRADE_1_VS_3_UP −3.30 5.1e−31 1.1e−27
0 5000 10000

F

Pathway Gene ranks NES pval padj

REACTOME_TRANSLOCATION_OF_SLC2A4_GLUT4_TO_THE_PLASMA_MEMBRANE 1.82 3.4e−03 3.2e−01

REACTOME_MITOTIC_METAPHASE_AND_ANAPHASE 1.78 2.0e−03 3.0e−01

REACTOME_M_PHASE 1.75 1.9e−03 3.0e−01

REACTOME_CELL_CYCLE_CHECKPOINTS 1.74 4.0e−03 3.2e−01

SCHUETZ_BREAST_CANCER_DUCTAL_INVASIVE_DN 1.73 2.8e−03 3.2e−01

JAZAG_TGFB1_SIGNALING_VIA_SMAD4_UP 1.63 7.1e−03 4.4e−01

WP_CANONICAL_AND_NONCANONICAL_NOTCH_SIGNALING 1.60 3.4e−02 6.2e−01

REACTOME_SEPARATION_OF_SISTER_CHROMATIDS 1.57 2.4e−02 5.6e−01

TURASHVILI_BREAST_NORMAL_DUCTAL_VS_LOBULAR_UP 1.53 3.4e−02 6.2e−01

REACTOME_O_GLYCOSYLATION_OF_TSR_DOMAIN_CONTAINING_PROTEINS 1.52 5.2e−02 6.6e−01

ZHANG_GATA6_TARGETS_DN −1.65 3.8e−03 3.2e−01

LEE_RECENT_THYMIC_EMIGRANT −1.66 4.7e−04 1.6e−01

WP_GLUCOCORTICOID_RECEPTOR_PATHWAY −1.66 4.2e−03 3.3e−01

TONKS_TARGETS_OF_RUNX1_RUNX1T1_FUSION_HSC_DN −1.67 4.2e−04 1.6e−01

VANDESLUIS_COMMD1_TARGETS_GROUP_3_UP −1.67 2.1e−03 3.0e−01

WP_OVERVIEW_OF_PROINFLAMMATORY_AND_PROFIBROTIC_MEDIATORS −1.68 1.6e−03 3.0e−01

TORCHIA_TARGETS_OF_EWSR1_FLI1_FUSION_DN −1.68 4.8e−05 9.7e−02

MULLIGHAN_NPM1_MUTATED_SIGNATURE_1_DN −1.68 7.1e−04 2.1e−01

SHAFFER_IRF4_TARGETS_IN_ACTIVATED_B_LYMPHOCYTE −1.72 4.1e−04 1.6e−01

ALCALAY_AML_BY_NPM1_LOCALIZATION_DN −1.74 1.7e−04 1.2e−01
0 1000 2000 3000 4000

I

Figure S9. Additional analyses of epigenomics data. A. Box plots displaying open chromatin levels (ATAC-seq) 
computed by DiffBind at enhancers and promoters. B. Bar plot of differentially accessible regions in various 
supervised comparisons. A threshold of FDR < 0.05 and |log2 FC| > 0.5 was used to determine significance. C. Bar 
plot showing the top results (10 highest and 10 lowest) from gene set enrichment analysis (GSEA) conducted on 
genes close to open chromatin peaks, using the C2 collection. Ranking of genes was based on differential chromatin 
accessibility for each comparison, i.e. CIMP vs AML (left), CIMP vs T-ALL (middle) and CIMP vs CD34+ cells (right). 
D-F. Same as A-C, but using H3K27ac ChIP-seq data instead. G-I. Same as A-C, but using H3K27me3 data instead.
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Figure S10. Estimation of motif activity based on open chromatin data. A. Heatmap of Pearson correlation 
between the motif activities of each sample. B. Heatmap displaying the motif activities, as Z-scores, of the 100 most 
variable motifs across all samples. Hierarchical clustering was preformed based on the Euclidean distance. C. 
Transcription factors motifs ranked by variability in chromatin accessibility, as measured by ATAC-seq. The top 40 
are shown as a zoom-in on the right. D. Volcano plots displaying comparisons in motif activity between CIMP and 
AML (left), CIMP and T-ALL (middle), and AML and T-ALL (right). Motifs with a p-value < 0.01 (Wilcoxon signed-rank 
test) and |differential deviation| > 0.01 are highlighted. E. Heatmap depicting the synergy between a subset of 
variable TFs, defined as the deviation of chromatin accessibility in peaks with both motifs relative to peaks with 
only one motif. High synergy score can indicate cooperativity or competition between TFs.
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Figure S11. Additional figures for discussion. A. Principal component analysis of MCIP-seq data from CIMP and 
T-ALL samples B. Overview of the KLF4 locus displaying H3K27ac levels for embryonic stem cells (ES), AML, CIMP 
and T-ALL in green, yellow, blue and red respectively. Chromatin loops detected in leukemia are shown in purple 
below and putative enhancer regions relevant for KLF4 expression are highlighted in green (proximal) or orange 
(distal). C-E. Aggregated HIC heatmaps of the CEBPA locus, comparing interactions between CIMP vs AML (C), CIMP 
vs T-ALL (D), AML vs T-ALL E. The CEBPA TAD is indicated as a black square. Underneath, all loops detected in this 
region are shown in black, if they are invariable across conditions, and in green or red if they are gained or lost. The 
tracks below display aggregated MCIP-seq, CTCF ChIP-seq and H3K27ac ChIP-seq data (n=4 each). Peaks gained are 
highlighted in turquoise, whereas lost peaks are highlighted in light brown. The last track shows p300 binding 
measured by ChIP-seq in the K562 cell line. F. Proposed mechanism of preferential hypermethylation at H3K27ac-
marked regions. In CIMP leukemias, lack of DNMT3L and loss of H3K4me3 at bivalent regions enables the binding 
of DNMT3 proteins, recruited by EZH2. Moreover, lack of TET2 prevents active demethylation. G. Diagram 
summarizing the epigenetic mechanisms described in this study leading to differentiation block in CIMP leukemia.
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1. SUMMARY OF FINDINGS

Every day, the hematopoietic system produces billions of blood cells through the progressive 
specialization of hematopoietic stem cells (HSCs), a process known as hematopoiesis. 
Epigenetic mechanisms lie at the heart of this process, precisely establishing the 
transcriptional program of blood cells along the differentiation continuum. Disruptions in 
these mechanisms can give rise to dysregulation of genes critically involved in proliferation 
or differentiation, ultimately resulting in leukemia. In fact, almost 75% of AML patients 
carry mutations in epigenetic modifiers. The concept of epigenetics as a bridge between 
genotype and phenotype was originally defined in the 1940s by Conrad Waddington, 
who metaphorically depicted the epigenetic landscape as hilly slope that guides cell 
differentiation. Our understanding of epigenetics has come a long way since those early 
days, and the valleys and ridges in Waddington’s model are no longer seen as theoretical 
constructs, but measurable features such as DNA methylation, histone acetylation and 
transcription factor binding. The addition of next generation sequencing (NGS) technologies 
to the arsenal of the molecular biologist has made it possible to chart the epigenetic 
landscape of entire genomes, even in single cells. Nevertheless, this unprecedented wealth 
of data has come with its own unique set of challenges, namely in terms of data analysis 
and interpretation – bioinformatics has emerged as an indispensable discipline to face these 
challenges. 

The work presented in this thesis draws from molecular biology and bioinformatics 
alike to shed light on the role of transcription factors (TF) in healthy hematopoiesis, explore 
the mechanisms of enhancer hijacking in leukemia and identify novel epigenetic events 
underlying leukemogenesis.

In chapter 2, we investigated the functional requirement for C/EBPA in myeloid 
differentiation and HSC maintenance in a mouse model lacking the hematopoietic +37 Cebpa 
enhancer (+42 kb in humans). It had been previously observed that deletion of the Cebpa 
gene 1 or its hematopoietic enhancer 2,3 leads to neutropenia with concomitant depletion of 
the LT-HSC compartment. Although prior reports concluded that the latter was a consequence 
of a direct role of C/EBPA in LT-HSC function, here we provide evidence indicating it is a cell-
extrinsic event triggered by neutropenia. This conclusion was supported by four lines of 
evidence: Cebpa was barely detectable in LT-HSCs using single cell transcriptomics, LT-HSC 
loss was proportional to the degree of neutropenia, lymphocytes were normally produced 
in mice lacking Cebpa, and secondary transplants of 37kb-deleted bone marrow also led to 
neutropenia. 

The work in chapters 3 to 5 concerns enhancer hijacking in AML with 3q26 rearrange-
ments. Repositioning of the GATA2 hematopoietic super-enhancer (SE) to the MECOM locus 
on 3q26 drives overexpression of the EVI1 isoform in AML with inv(3)/t(3;3), accompanied 
by loss of GATA2 expression 4,5. The MDS1-EVI1 transcriptional isoform, encoded by MECOM 
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as well, is not expressed in these leukemias. In chapter 3, we demonstrated that a similar 
mechanism operates in AMLs with atypical 3q26 rearrangements, all of which bring a SE 
into the vicinity of EVI1, resulting in its overexpression. Furthermore, they also lack MDS1-
EVI1 expression and frequently exhibit monoallelic expression of GATA2 even though it 
is not directly implicated in the translocation. Altogether, we concluded that AMLs with 
3q26 rearrangements constitute a single disease entity with common pathobiological 
features. Chapter 4 explores the mechanism of SE hijacking by EVI1 in AML with t(3;8), 
which repositions a MYC SE to EVI1. We created a human-based, K562-derived cell line 
with t(3;8) by applying CRISPR-Cas9 technology directed at the breakpoints identified in 
a t(3;8) AML patient by 3q-capture. This model carried eGFP downstream of EVI1 (EVI1-
eGFP), allowing us to track changes in EVI1 expression upon deletion of functional regions. 
This strategy identified a hematopoietic module of the MYC SE critical for EVI1 expression 
and enhancer-promoter interaction. This interaction was dependent on the binding of CTCF 
both to the MYC SE and to the promoter of EVI1 in convergent orientation. Characterization 
of other 3q26-rearranged AMLs showed the CTCF upstream of EVI1 is always preserved, 
suggesting this site is essential for enhancer hijacking. In chapter 5, we identified motifs 
in the rearranged GATA2 SE that are required for aberrant EVI1 expression. To this end, we 
conducted a CRISPR/Cas9-based scan of a minimally translocated region of the GATA2 SE 
in MUTZ3 with EVI1-eGFP, using a lentiviral library of 3,239 sgRNAs. Cells lacking GFP/EVI1 
expression were enriched for sgRNAs targeting a p300-interacting site bound by a heptad 
of hematopoietic TFs, and particularly a MYB-binding site within this region. Mutations of 
this site led to a reduction in EVI1 without affecting GATA2 transcription. Pharmacological 
inhibition of MYB achieved the same outcome, suggesting a therapeutic avenue to selectively 
interfere with oncogenic activation of EVI1.

The studies in chapters 6 and 7 explore other mechanisms of epigenetic dysregulation in 
AML and their role in leukemogenesis. In chapter 6, we integrated whole exome sequencing 
(WES) and RNA-seq data from 200 AMLs to measure allele-specific expression (ASE), which 
acts as a surrogate marker for changes in cis-regulatory regions. This unbiased analysis 
detected frequent ASE of GATA2 in AML and, particularly, in 95% of the patients with double 
CEBPA mutations (CEBPA DM). As others have reported 6, many of those CEBPA DM AMLs 
also exhibited GATA2 mutations, in which case the mutated allele was always preferentially 
expressed. We further established that GATA2 ASE is a somatic event absent in remission 
and that it stems from allele-specific methylaton of the promoter with concomitant 
hyperactivation of the enhancer in the other allele. This phenomenon is possibly an example 
of primary epimutation that cooperates with a genetic hit to drive leukemogenesis. The 
impact of methylation in the regulation of myeloid TFs was further examined in chapter 
7. Previous work from Wouters et al. had identified a subgroup of leukemias defined by 
widespread methylation leading to silencing of CEBPA and a mixed myeloid/lymphoid 
phenotype 7,8. Separately, Gebhard and colleagues found a similar subgroup with a CpG 
island methylation phenotype (CIMP)9. In this chapter, we showed that CIMP and CEBPA-
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silenced leukemias are a distinct entity very similar to ETP-ALL, characterized by a shared 
epigenetic signature rather than a common set of gene mutations. These leukemias exhibit 
methylation patterns similar to T-ALL, but with epigenetic and transcriptional profiles 
intermediate between AML and T-ALL. They are likely to derive from an early progenitor in 
which promoter methylation at myeloid TFs aborts myeloid differentiation. Furthermore, 
their hypermethylation also leads to loss of CTCF binding at sites with CpGs, inducing 
changes in genome structure and dysregulation of nearby genes. 

In closing, this thesis confirms the importance of strict epigenetic regulation of 
hematopoiesis, with alterations in the relevant mechanisms promoting bone marrow failure 
or leukemia. In particular, enhancer hijacking and aberrant promoter methylation, among 
others, lead to aberrant expression of critical hematopoietic regulators such as CEBPA, EVI1 or 
GATA2 in AML. Knowledge of these epigenetic alterations and their molecular underpinnings 
opens the door to the development of targeted therapies that could selectively reverse the 
leukemogenic process. 

2. GENERAL DISCUSSION

2.1 Transcription factors in healthy hematopoiesis: the role of CEBPA in HSC 
maintenance
CCAAT-enhancer binding protein alpha (C/EBPA), encoded by the CEBPA gene, is a master 
regulator of myelopoiesis, required for GMP formation 10,11, granulopoiesis 12,13 and 
monopoiesis 14. At the GMP stage, C/EBPA acts as a regulatory switch: while high levels 
can set off granulocyte differentiation by activating genes such as GFI1 or CEBPE, low levels 
direct monopoiesis 15,16. Besides, C/EBPA suppresses cell proliferation to shift the balance 
towards terminal differentiation 17–19. Like all other members of the C/EBP family, C/EBPA is a 
TF with a basic leucine zipper (bZIP) domain for DNA binding and dimerization located in the 
C-terminal region 20. In addition, C/EBPA is equipped with two N-terminal transactivation 
domains that stimulate the transcription of target genes, including key myeloid genes like 
those encoding the receptors for M-CSF (CSF1R) 21, GM-CSF (CSF2R) 22 and G-CSF (CSF3R) 23. 
The expression of CEBPA in myeloid cells is primarily driven by interaction of its promoter 
with an enhancer located +42 kb downstream (+37 kb in mouse), which is uniquely active 
in blood tissues 2,24. Several other putative enhancers can be identified by H3K27ac in the 
vicinity of CEBPA, but only the +42 kb and +9 kb enhancers are accessible in HSPCs. Since 
hematopoietic TFs bind only to the +42 kb enhancer, it probably initiates CEBPA expression 
in HSPCs, enabling the transition from CMP to GMP 2.

In keeping with the above, disruption of either Cebpa 10–12 or its hematopoietic enhancer 2,3 
in mice blocks differentiation from CMP to GMP, resulting in a complete loss of granulocytes. 
Intriguingly, several of these studies revealed depletion of the LT-HSC compartment upon 
loss of Cebpa 1–3, whereas others reported the opposite effect 11,25. The increased number of 
LT-HSCs in the latter was attributed to enhanced proliferation in the absence of the cell cycle 
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suppressing function of C/EBPA, as had previously been shown 26. In the long term, however, 
excessive proliferation could lead to stem cell exhaustion and loss of LT-HSCs, explaining 
the discrepancy between experiments 1. Either way, these conclusions imply a direct role 
for C/EBPA in the regulation of LT-HSC self-renewal. However, the short term boost in LT-
HSC numbers and its subsequent depletion could be instead an indirect consequence of 
exacerbated demand for additional progenitors via a feedback mechanism 2,3.

In chapter 2, we set out to distinguish between these two possibilities: is the loss 
of LT-HSCs in Cebpa-null models caused by a cell-intrinsic mechanism or is it an indirect 
consequence of neutropenia? To this end, we employed mice with a heterozygous (37kbHET) 
or homozygous (37kbHOM) deletion of the +37 hematopoietic enhancer. Multiple lines of 
evidence led us to conclude that Cebpa loss does not directly affect LT-HSC function, and 
it is the loss of committed progenitors that indirectly leads to depletion in the LT-HSC 
compartment (Figure 1). 

Wild-type mice

Abrogation of neutrophil trajectory due to loss of Cebpa+ progenitors+37kb enhancer-
knockout mice

LT-HSCs Neutrophils

Indirect loss of LT-HSCs due to persistent neutropenia

Cebpa+ myeloid-committed 
progenitors

Cebpa- myeloid-biased 
progenitors

Figure 1. LT-HSC depletion is an indirect consequence of persistent neutropenia.

2.1.1 Is CEBPA present in LT-HSCs? Insight from single cell transcriptomics
Expression of Cebpa in HSCs is an indispensable requirement for any potential function 
in those cells, such as the regulation of self-renewal proposed by Hasemann and others 1. 
Early analyses with RT-PCR detected low transcript levels of Cebpa in murine HSCs defined 
by the immunophenotype Lin– Sca-1– c-Kit+ (LSK) IL-7Rα– 11,27–29. Data from studies employing 
microarrays or RNA-seq in various progenitor populations support similar conclusions in 
mice 30,31 and humans 32. Transgenic mice with an EYFP reporter exhibited Cebpa expression 
in the majority of LSK cells, but only 4% of LT-HSCs with signaling lymphocyte activation 
molecule (SLAM) markers, suggesting that Cebpa expression is mainly restricted to MPPs 
within the HSPC compartment 33. Another in vivo study with an hCD4 reporter behind a 
construct consisting of the +37kb enhancer plus the Cebpa promoter detected signal in 17% 
of SLAM LT-HSC cells 24, but such a model may not fully recapitulate the native context of 
the Cebpa locus. 
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A shortcoming of most of these studies is that they were conducted using bulk 
sequencing and RT-PCR in cell fractions isolated on the basis of immunophenotypic 
markers. Early work of Irving Weissman established that HSCs are enriched in populations 
with specific markers 34,35, but this should not be equated with functional identity. Ultimately, 
LT-HSCs are defined by their capacity to reconstitute an entire blood system 36, which can 
only be determined by functional assays. Although the association between phenotype 
and HSCs is strong enough to justify the use of immunophenotype as a surrogate marker 
in the absence of functional assays, differences between subpopulations may be averaged 
out in such studies. One cannot exclude the possibility that a few mature cells can retain 
surface markers typically assigned to a progenitor. Moreover, the gating thresholds that 
discriminate different cell populations in sorting procedures are a largely arbitrary attempt 
to segregate parts of a continuous differentiation gradient. To complicate matters further, 
different combinations of markers have been proposed to delineate LT-HSCs. In the same 
study, 9% of LT-HSCs defined as CD34– LSK exhibited Cebpa expression, but only 4% of those 
with SLAM markers 33. In some cases, the markers employed are inadequate to discriminate 
LT-HSCs from other early HSPCs. 

In contrast, single cell transcriptomics offers an unbiased window into the heterogeneity 
of the bone marrow, including the HSC compartment. Using previously published single 
cell datasets, we determined that Cebpa expression is virtually absent in primitive LT-
HSCs, characterized not only by immunophenotypic markers, but also by genes associated 
with quiescence and stemness (chapter 2). The 0.8% of LT-HSCs that did express Cebpa 
could be an artifact stemming from either contamination or misclassification. Accordingly, 
unsupervised clustering revealed some discrepancies between labels based on surface 
markers and the transcriptomic landscape of the cells. 

Despite the advantages of single cell data, sensitivity can be a limiting factor. Thus, we 
cannot exclude the possibility that Cebpa transcripts are present at low levels in more than 
0.8% of the LT-HSCs. At least two types of technical limitations should be considered:
a)  Failure to detect lowly expressed transcripts: the detection limit of the Fluidigm C1 

technique is 0.25 transcripts per million (TPM), which could possibly exclude cells with 
very low Cebpa expression. However, the physiological relevance of such lowly expressed 
transcripts is unclear. In fact, these extremely small levels of Cebpa could be background 
signal from pervasive transcription, which is well-documented in eukaryotes 37. Although 
there is no straightforward equivalence between TPM and RNA content, studies often 
use cut-offs above 0.5 TPM to discriminate between transcriptional noise and genuine 
expression. 

b)  Dropout events: “drop-out” events can also occur in single cell RNA-seq if a transcript 
is missed during the initial reverse amplification 38. Thus, at medium or even high 
transcription levels, Cebpa could be missed in a fraction of LT-HSCs. However, dropout 
rates are much smaller in the Fluidigm C1 platform than in droplet-based technologies 39,40.  
In any case, the complete depletion of the LT-HSC pool would not be the result only from 
direct loss of Cebpa-expressing cells. 
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The evidence from single cell data and reporter-based studies suggests that the vast 
majority of LT-HSCs do not express Cebpa at physiological levels. Instead, Cebpa only 
becomes expressed in a subset of early myeloid biased-progenitors within the HSPC 
compartment, which could explain its detection at low levels by bulk strategies. Aside 
from technical aspects, low levels of Cebpa detected in a few cells can be due to pervasive 
transcription. This possibility ties in with the concept of “multilineage priming” whereby 
regulatory regions of lineage-specific regions are accessible even before they are actively 
expressed 41,42. 

In light of this evidence, we propose that a) previously reported functions of Cebpa in 
HSC self-renewal should be reassessed; b) depletion of LT-HSC is not a cell-intrinsic effect 
of Cebpa deletion. Nevertheless, further research with more sensitive techniques and 
functional repopulation assays should be conducted to completely establish whether Cebpa 
is present at relevant physiological levels in LT-HSCs.

2.1.2 How does neutropenia lead to loss of the LT-HSC compartment? 
One of the most striking findings in chapter 2 is that wild type mice transplanted with 
+37kbHOM bone marrow also acquired full-blown neutropenia and loss of the LT-HSC 
population. This observation strongly argues in favor of a model whereby neutropenia 
triggers systemic effects leading to LT-HSC depletion, as the recipient mice had healthy 
LT-HSCs with fully functional Cebpa. However, the fact that other neutropenia models 
do not exhibit similar defects in LT-HSCs 43,44 calls into question the idea that neutropenia 
itself is responsible for this phenotype. The loss of mature neutrophils may not need to 
be compensated by LT-HSCs directly, as there are several upstream progenitors capable of 
replicating to replenish the absent neutrophils. Instead, we propose that it is the loss of 
early Cebpa-expressing myeloid progenitors that creates an exacerbated demand for LT-
HSC proliferation, pushing these cells out of quiescence. This hypothesis is supported by 
the downregulation of transcriptional programs associated with HSC quiescence detected 
in the +37kbHOM mice. However, more direct proof could be obtained by conducting single 
cell RNA-seq on +37kbHOM mice and WT controls in order to elucidate what bone marrow 
populations are missing and what markers define them. 

Early lymphoid 45 and myeloid 46 progenitors do not occupy the same niches as HSCs. 
Imaging studies have shown that MPPs, which are typically considered the immediate 
progeny of HSCs, might be located in a close, yet physically separate niche 47,48. We 
hypothesize that early Cebpa-expressing cells reside in close proximity to HSCs rather 
than in distinct myeloid niches, which could lead to disturbances in the HSC niche upon 
loss of these cells. Confirmation could be obtained by tracking Cebpa expression in spatial 
transcriptomics data from the bone marrow 49. Alternatively, it may be possible to conduct 
live-imaging studies in mice with a fluorescent marker behind Cebpa. However, studies of 
bone marrow architecture are limited by the availability of HSC markers and the difficulty to 
use light microscopy on calcified tissue without disrupting it 50. 
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The exact nature of the feedback mechanism connecting the loss of myeloid progenitors 
and LT-HSC depletion remains uncertain, especially when induced in recipient mice. How 
do LT-HSCs sense the loss of these progenitors? In a normal situation, LT-HSCs remain 
quiescent to minimize exhaustion and cell cycle-associated DNA damage, while ST-HSCs 
and downstream progenitors sustain steady-state hematopoiesis 51. However, LT-HSCs can 
become activated to proliferate and differentiate in response to stress, such as a serious 
infection or blood loss 52. This is only possible thanks to the modulation of signaling receptors 
expressed on the HSC surface, which can be grouped in the following categories: a) toll-like 
receptors (TLR) binding pathogen-associated molecular patterns (PAMPs), b) receptors of 
pro-inflammatory cytokines, and c) receptors involved in cell-cell interactions within the 
niche 53,54. Similar pathways may drive HSCs to exit quiescence in the context of a Cebpa-null 
bone marrow, which arguably causes a situation of stress.

Persistent activation of TLRs could result from chronic infection in the absence of 
neutrophils, but it hardly explains the induction of bone marrow failure in secondary 
transplants, not observed in control animals. Therefore, the activation of HSCs and their 
subsequent exhaustion is more likely to stem from indirect alterations in the niche 
leading to aberrant production of cytokines or other signals. Numerous factors are involved 
in the preservation of quiescence in HSCs, including TGFβ, CXCL4 and CXCL12 50. CXCL12 
production by osteoblasts can be disrupted by G-CSF, eliciting HSC mobilization 55,56. Thus, 
G-CSF produced to compensate for the lack of neutrophils in +37kbHOM mice could favor HSC 
activation. That said, even though neutropenia patients exhibit high levels of endogenous 
G-CSF 57 and are regularly treated with exogenous G-CSF 58, they do not present this extreme 
phenotype. In fact, HSCs from patients with severe congenital neutropenia (SCN) exhibit 
the same mutation rate as those from healthy controls, seemingly excluding accelerated 
proliferation 59. Besides, it has been reported that G-CSF induces mobilization without 
proliferation 60 and that deletion of Cxcl12 in osteoblasts has no effect on HSC numbers 
45. Therefore, aberrant G-CSF signaling may be one of many mechanisms contributing to 
the dysregulation of HSC quiescence, but not the only one. For example, myeloid cells also 
maintain HSC quiescence by releasing histamine, which could be potentially lost in this 
context 61. It is also possible that the feedback loop between myeloid-primed progenitors and 
HSCs involves molecules not yet determined. Analysis of single cell data with CellPhoneDB 
62 could reveal communication networks between cell populations that are lost in +37kbHOM 

mice. 

2.1.3 Effects of deleting the +37 kb Cebpa enhancer in vivo 
Non-conditional Cebpa knockout mice die from hypoglycemia within 8 hours of birth 63. 
Although this makes it possible to analyze fetal and newborn hematopoiesis 12, studies in 
adults require conditional knockouts. A commonly used approach relies on Cre-mediated 
excision of loxP-flanked Cebpa upon induction of Mx1-Cre by interferon, which can be 
stimulated polyinosinic:polycytidylic acid (pI:C) 11,64. This system is not without shortcomings, 
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including spontaneous deletion of the floxed gene before pI:C injection, lack of tissue 
specificity, incomplete deletion of the gene, and direct perturbation of HSPCs by interferon 
65. The latter is of particular concern in studies that attempt to determine a possible role for 
Cebpa in the stem cell compartment and may explain some of the observations described 
above, in spite of the lack of expression in LT-HSCs. 

The deletion of the +37 kb enhancer addresses several of these limitations by ensuring 
that i) the deletion is present in all the cells, ii) loss of Cebpa expression is specific to the 
hematopoietic lineage. This is based on the findings of Avellino et al. in 2016, showing 
that the human +42 kb enhancer is only marked by H3K27ac in blood cells, whereas other 
enhancers are active in the remaining CEBPA-expressing tissues. Nevertheless, it should be 
pointed out that this analysis was restricted to ChIP-seq data available from the Roadmap 
project, encompassing 111 tissues 66. Consequently, we cannot rule out the possibility that 
this enhancer is also active in cell types that were not assayed by the Roadmap consortium, 
particularly in the niche. For example, data were not generated for Schwann cells or 
osteoclasts, let alone for rare HSC niche components like CXCL12-abundant reticular (CAR) 
cells. Given the impracticality of testing every single cell type in the adult bone marrow, an 
attractive approach to resolve this question would be to conduct single cell ATAC-seq 67 or 
Cut&Tag for H3K27ac 68. Even though this strategy would not interrogate cells types outside 
the bone marrow or that transiently appear during development, it is unlikely those would 
be relevant for the LT-HSC phenotype observed in Cebpa-null mice.

2.1.4 Clinical implications of LT-HSC loss in the context of neutropenia induced by 
CEBPA dysfunction
As mentioned above, SCN patients do not develop severe LT-HSC loss or enhanced LT-HSC 
proliferation that could potentially lead to exhaustion. In contrast to Cebpa-null mice, it is 
thought that the differentiation block in these patients occurs rather late in the hierarchy, 
namely in promyelocytes 69. Most of these patients carry mutations in ELANE, which 
encodes for neutrophil elastase, a proteolytic enzyme that is mainly involved in neutrophil-
mediated cytotoxicity. On the other hand, a reduction of CD34+ HSPCs has been reported 
in Shwachman-Diamond syndrome, one of whose hallmarks is neutropenia 70. However, this 
rare inherited disorder involves multiple organs, as it is typically caused by mutations in 
SBDS gene and other genes that participate in ribosomal biogenesis 71. Although loss of 
HSPCs in this disease may be a result of increased apoptosis through the Fas pathway 72, a 
possible contribution of neutropenia to LT-HSC depletion should be explored. Interestingly, 
HSC failure in Shwachman-Diamond syndrome has been associated with loss of cell polarity, 
which correlates with the degree of neutropenia 73.

The conclusions derived from our study in Cebpa-null mice are more likely to be 
applicable to patients in which the differentiation block takes place at the same stage. 
Both somatic  and familial mutations in CEBPA are a frequent driver of AML 74, with double 
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CEBPA mutations (CEBPA DM) defining a subgroup with a unique expression profile and 
favorable outcome 75,76. These mutations either interfere with the ability of CEBPA to 
bind DNA or prevent the expression of the full-length p42 isoform 77. Moreover, CEBPA is 
downregulated by several other oncogenic mechanisms in various AML subgroups, including 
hypermethylation of its promoter, mRNA instability or protein degradation 77. Either way, 
loss of CEBPA function leads to differentiation block and neutropenia in AML, as leukemic 
stem cells (LSCs) displace healthy HSCs. Like their normal counterparts, LSCs also receive 
signals from the microenvironment that sustain their quiescent state 78. The proposed 
mechanism for LT-HSC depletion does not seem to affect LSCs, either due to cell-intrinsic 
alterations or modifications in the niche that favor a leukemogenic environment. However, 
it might be interesting to examine whether the loss of healthy LT-HSCs in the context of AML 
is accelerated by neutropenia, as normal cells are not only outcompeted by LSCs, but also 
try to cope with the additional demand for myeloid-primed progenitors.

How well does the +37kbHOM model recapitulate human disease? On the one hand, 
abolished CEBPA expression due to lack of an enhancer is likely to be indistinguishable 
from inactivation by other mechanisms. On the other hand, loss of activity of the +42 kb 
CEBPA enhancer has been reported in AML patients, as it is the target of oncoproteins 
which mediate its inactivation in leukemia 77. For example, EVI1 binds the +42 kb enhancer 
in AML (unpublished ChIP-seq data), which explains the reduction of CEBPA expression seen 
in patients with EVI1 overexpression. Accordingly, Perkins and colleagues have shown that 
the binding of EVI1 to the murine +37 Kb enhancer represses the transcription of Cebpa 79. 
This is in line with our observation that expression of Evi1 inversely correlates with that of 
Cebpa in bone marrow single cell data. Similarly, the fusion oncoprotein RUNX1-RUNX1T1 
also binds and inactivates the +42 kb enhancer in patients with t(8;21) AML, leading to 
transcriptional repression of CEBPA 80. Upon degradation of RUNX1-RUNX1T1, acetylation 
levels of the +42 kb rapidly and transcription of CEBPA rapidly increase. 

2.2 Enhancer hijacking in AML: lessons learned from 3q26/MECOM rearrangements
The correct interaction between enhancers and promoters is a critical determinant of gene 
expression and, consequentially, cell identity 81. Enhancer hijacking occurs when aberrant 
expression of a gene is driven by an enhancer that would normally control the transcription 
of another gene, resulting in altered patterns of gene expression that frequently contribute 
to tumorigenesis 82. This is usually the consequence of structural variants (SVs) that juxtapose 
a gene to an active enhancer 83,84, but it can also stem from the loss of TAD boundaries that 
would otherwise preclude the interaction between an enhancer and a promoter 85. Some of 
the earliest examples of enhancer hijacking are the activation of MYC 86,87 and BCL2 88 by a 
repositioned enhancer of the immunoglobulin heavy chain (IGH) locus in lymphomas with 
t(8;14) and t(14;18), respectively. Nevertheless, the term only came to prominence recently 
with the explosion of epigenetic research enabled by NGS technologies.
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AML with inv(3)(q21.3q26.2) or t(3;3)(q21.3;q26.2) [inv(3)/t(3;3) AML] is a distinct entity 
with poor prognosis recognized by the World Health Organization (WHO) classification 89,90. 
Both inv(3) and t(3;3) result in the hijacking of a GATA2 hematopoietic enhancer by EVI1 
(encoded by MECOM), leading to overexpression of the latter and GATA2 haploinsufficiency 
4,5. Aside from t(3;3)/inv(3), other recurrent translocations involving the 3q26/MECOM 
locus are found in AML, such as t(2;3), t(3;6), t(3;7) or t(3;8). These cases with atypical 
translocations, which constitute 35% of all 3q26-rearranged AMLs, also exhibit aberrant 
EVI1 expression and poor prognosis 90.

2.2.1 A common mechanism driving EVI1 expression in 3q26-rearranged AML
Integration of 3q-capture and epigenomics data revealed that the breakpoints of atypical 
3q26-rearranged AMLs are invariably located in the vicinity of a super-enhancer (SE) bound 
by key myeloid TFs (chapter 3). The genes under the control of these regions are highly 
expressed in HSPCs, including THADA [t(2;3)], ARID1B [t(3;6)], CDK6 [t(3;7)] or MYC [t(3;8)]. 
These observations suggest that a defining feature of 3q26-rearranged AML is the hijacking 
of a SE active in HSPCs by EVI1, leading to its overexpression, while the MDS-EVI1 isoform 
remains silent (Figure 2). Intriguingly, allele specific expression (ASE) or copy number loss 
(CNL) of GATA2 was also present in 50% of these leukemias, even though GATA2 was not 
affected by any of those translocations. In addition to the translocated SEs reported in 
chapter 3, we have identified other SEs involved in recurrent 3q26 rearrangements in a 
separate cohort, such as the ETV6 SE in t(3;21) (Table 1).
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Figure 2. A common mechanism for 3q26-rearranged AML.
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Taking into consideration their shared pathogenic mechanisms and their poor prognosis, 
we argue that AMLs with either t(3;3)/inv(3) or atypical 3q26 rearrangements belong to 
a single disease entity that can be generally termed “3q26-rearranged AML”. It will be 
necessary to conduct further research with larger patient cohorts to ascertain whether 
their clinical outcome and their response to therapy are indeed comparable. Concomitant 
mutations and cytogenetics should be considered in this assessment, since t(3;3)/inv(3) 
AML co-occurs with mutations in signaling genes, splicing factors and TFs like GATA2 91. The 
study in chapter 3 also underscores the need for appropriate molecular assays, since some 
atypical 3q26 rearrangements were masked by a complex karyotype. Traditional assays 
like FISH and EVI1/MDS1-EVI1 qPCR can be supplemented by 3q-capture or RNA-seq if the 
presence of these chromosomal aberrations is suspected.

The interaction between the rearranged super-enhancers and the promoter of EVI1 
is dependent on a CTCF binding site upstream of EVI1, which facilitates the creation of 
cohesin loops with convergently oriented CTCF sites on the enhancer side (chapter 4). This 
conclusion stems from experiments targeting CTCF binding sites in our t(3;8) K562 model, 
as well as the observation that 3q26 rearrangements spare the CTCF binding site upstream 
of EVI1. Future research in models recapitulating other rearrangements, like MUTZ3 or 
CRISPR-edited cell lines, should confirm the importance of these sites in the establishment 
of chromatin interactions and the regulation of EVI1. 

2.2.2 A recurrent set of super-enhancers is involved in oncogene activation
Among the enhancers repositioned to the vicinity of EVI1 in 3q26-rearranged AML, some 
are particularly recurrent (Table 1). Intriguingly, most of these regions have also been 
reported in translocations leading to the overexpression of the BCL11B gene in a subset of 
mixed phenotypic acute leukemia (MPAL) cases 92. The GATA2 SE is also thought to drive the 
overexpression of various EVI1 homologs in a subset of AMLs with 3q21 rearrangements, 
including PRDM16 and PRDM1 in AML with t(1;3)(p36;q21) and t(3;6)(q21;q21) respectively 
90,93,94. Besides, hijacking of the ETV6 SE in AML with t(12;22)(p13;q12) can elicit MN1 
overexpression with haploinsufficiency of ETV6 95.

This suggests the existence of features predisposing to the acquisition of certain 
translocations and/or their enhancers, which are likely to be shared across the regions in 
Table 1. One could segregate these features into three categories: a) susceptibility to DNA 
breakage, b) characteristics of the rearranged enhancers, c) function of the gene losing its 
native enhancer (Figure 3).
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Table 1. Enhancer regions recurrently translocated to EVI1.

Translocation Original target Involved in BCL11B rearrangements

t(2;3) THADA No

t(2;3) BCL11A No

inv(3)/t(3;3) GATA2 No

t(3;3)(p24;q26) SATB1 Yes

t(3;6) ARID1B Yes

t(3;7) CDK6 Yes

t(3;8) MYC Yes

t(3;17) MSI2 No

t(3;21) ETV6 Yes

t(3;21) NRIP1 No

t(3;21) RUNX1 Yes
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Susceptibility to DNA breakage
For a genomic rearrangement to occur, a double strand break (DSB) in the DNA must 
normally take place first, followed by a process of DNA repair that erroneously joins 
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the two ends of the translocation 96,97. The two major pathways for DNA repair are non-
homologous end joining (NHEJ) and homologous recombination (HR), both of which ensure 
the genomic integrity of the cell. Defects in BRCA1 and BRCA2, critical components of the 
HR pathway, increase the likelihood of chromosome aberrations, including translocations 
98. However, these mechanisms can occasionally introduce errors even in the absence 
of genetic predisposition, leading to chromosomal aberrations 99. Nicks and DSBs can 
occur randomly as a result of ionizing radiation or oxidative free radicals, but can also be 
promoted by the cellular machinery. In fact, DNA cuts are introduced by the RAG1/RAG2 
and activation-induced deaminase (AID) systems as a part of V(D)J recombination and class 
switch recombination, respectively 97. Untoward activity of these enzymes at off-target sites 
leads to recurrent translocations, such as t(11;14) (LMO2/TCR) in the case of RAG1/RAG2 
or t(8;14) (MYC/IGH) caused by AID 100. Although these systems are typically functional only 
in lymphopoiesis, their aberrant activation at earlier stages or the action of other enzymes 
with similar function could lead to DSBs at loci with specific recognition motifs.

Certain genomic regions, known as “fragile sites”, are particularly prone to gaps 
or breaks during cell division 101. These instable regions are hotspots for CNAs and 
translocations both in cultured cells and in cancer patients. Common fragile sites (CFSs) 
are present in all individuals, whereas a group of rare fragile sites are restricted to less than 
5% of the population and are associated with a CGG-repeat expansion 101. The fragility of 
CFSs is thought to result from underlying characteristics that increase the risk of failed 
or incomplete DNA replication 102. A major contributor is the presence of AT-rich regions, 
which leads to the formation of secondary DNA structures that stall the replication fork 
103. When this happens, replication can be restarted by error-prone repair mechanisms like 
HR, potentially leading to rearrangements 102. For this reason, repeats such as (AT)n, (GAA)
n and (GAA)n with the potential to form secondary structures are enriched at translocation 
breakpoints 104. Other determinants of genome fragility are paucity of replication origins 
105, regions with late replication 106, inverted repeats 107, Alu repeats and distance to the 
centromere 108. Actively transcribed long genes are more prone to rupture, possible due to 
collisions between replication and transcription 109,110.

Beyond the DNA sequence level, 3D spatial organization not only influences chromosome 
fragility, but also what regions tend to be translocation partners. Topoisomerase 2B 
(TOPO2B) generates DSBs at loop anchors to prevent torsional stress during extrusion, 
which may lead to chromosomal aberrations upon illegitimate repair of those lesions 111,112. 
Indeed, loop anchors are enriched for breakpoints of MLL-related translocations and other 
abnormalities 111. On the other hand, analysis of Hi-C data in mice treated with ionizing 
radiations revealed that chromosomal translocations frequently involve regions that exhibit 
spatial proximity in the 3D genome 113. 

Considering the above, it will be interesting to explore whether the breakpoints of 
3q26 rearrangements are enriched in any features previously associated with chromosome 
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fragility, such as inverted repeats or AT-rich sequences. The requirement for CTCF-mediated 
loops in EVI1 enhancer hijacking (chapter 4) may point to a contribution of TOPO2B-induced 
DSBs at loop anchors in the breakpoints of these rearrangements. In that case, the analysis 
of breakpoint data from sufficiently large numbers of patients should indicate whether 
there is enrichment for CTCF binding sites in the vicinity of the breakpoints. Binding of 
TOPO2B should be confirmed with ChIP-seq or Cut&Run to verify this hypothesis. Moreover, 
3C-based technologies like Hi-C, HiChIP or the high-resolution MicroC 114 can reveal whether 
the MECOM locus preferentially interacts with frequent translocation partners in the 3D 
genome. From that perspective, it can be surmised that t(3;3) and inv(3) may be the most 
frequent rearrangements because interactions in cis are more common than in trans.

Features of the rearranged enhancers
Although multiple genomic sites are susceptible to DNA breakage and the formation 
of translocations, only a very specific set of regions are detected in recurrent 3q26 
rearrangements, some of which are vastly more frequent than others. As leukemogenesis 
is a selective process, it stands to reason that intrinsic characteristics of the rearranged 
enhancers confer some form of competitive fitness. An obvious requirement is that said 
enhancers must be active in the cell of origin, thereby allowing the overexpression of EVI1, 
which inhibits myeloid differentiation 115 and promotes proliferation and survival of HSPCs 
and LSCs 116,117. Indeed, the rearranged SEs reported in chapter 3 exhibited H3K27ac, open 
chromatin and binding of hematopoietic TFs in HSPCs, based on previously published data. 
The genes normally under their control were also expressed in HSPCs, in line with the role 
of SEs in the regulation of genes involved in cell identity 118. In sum, a common denominator 
across 3q26 rearrangements is that they contain active super-enhancers in hematopoietic 
progenitors. To the best of our knowledge, hijacking of these regulatory elements by genes 
other than EVI1 has only been reported in blood cancers, further underscoring the cell type 
specificity of these oncogenic events. 

Nevertheless, at least 1000 regions in the genome of HSPCs are bound by the same 
heptad of TFs 119 and other super-enhancers are constitutively active in most if not all tissues 
120. Why are only a few hematopoietic SEs selected, even though other SEs could potentially 
drive EVI1 expression? A possible explanation is that expression levels of EVI1 must be 
within a certain optimal range, thus excluding enhancers that are too strong or too weak. 
In keeping with this hypothesis, most cell lines do not survive upon forced overexpression 
of EVI1. Additional insight can be gleaned from research on determinants of enhancer-
promoter specificity, which include spatial architecture and biochemical compatibility 121. 
The presence of CTCF binding sites in convergent orientation with the site at the EVI1 
promoter seems to be an important requirement for selection of an appropriate enhancer 
(chapter 4). As outlined above, the relevance of these sites is twofold: they may increase 
the chances of a DSB while simultaneously allowing the interaction between the rearranged 
enhancer and the EVI1 promoter. Intriguingly, additional structural proteins other than CTCF 

Chapter 8



375

seem to be involved in the formation and/or maintenance of chromatin loops between the 
MYC SE and EVI1 in t(3;8). Deletion of module C within the MYC SE, while sparing a CTCF 
binding site nearby, also resulted in loss of interaction with the EVI1 promoter. Binding 
of cohesin and hematopoietic TFs to that module suggests that cohesin-mediated loops 
could be stabilized by tissue-specific TFs, in line with previous data in other systems 122,123. 
Alternatively, this role could be played by YY1, an architectural protein frequently located 
at loop anchors 124. Although YY1 does not directly bind module C in K562, its presence 
in an adjacent region may be sufficient to stabilize loop extrusion. To tests this possibility, 
systematic deletion of binding sites for YY1 and hematopoietic TFs should be conducted, 
followed by 4C-seq to measure changes in interaction. Further experiments should be 
carried out in other models to establish a) what specific CTCF binding sites are essential for 
EVI1 overexpression in other translocated regions, b) whether stabilization by other factors 
is common to all 3q26 rearrangements.

Biochemical compatibility refers to the notion that the transcriptional machinery recruited 
by the enhancer must be able to engage with the promoter and contribute to its activation. 
The sequence elements present in a core promoter determine what transcription factors 
and cofactors it requires; studies in Drosophila have revealed specificity of enhancers for 
promoters with either DPE or TATA box elements, whereas others are non-specific 125,126. A 
systematic analysis in mice revealed a broad spectrum of enhancer-promoter compatibilities, 
with at least half of the enhancers displaying specificity for a subset of promoters 127. Selectivity 
was found to be partially driven by combinations of TF motifs present in both a promoter 
and its enhancer. Therefore, it can be surmised that enhancers in 3q26 rearrangements 
recruit a number of common components that are specifically needed for the activation of 
the EVI1 promoter. In chapter 5, a CRISPR scan in the minimally translocated region of the 
GATA2 SE detected several sequences that are essential for the expression of EVI1, including 
binding sites for p300 and MYB. Pharmacological inhibition of either led to downregulation 
of EVI1 in both MUTZ3 and t(3;8) K562 (data not shown), suggesting the presence of these 
TFs at rearranged enhancers is required for EVI1 activation. Validation of this hypothesis 
should be conducted in additional models, which could be generated using the CRISPR/
Cas9-based approach described in chapter 4. 
For unbiased identification of other transcription factors and cofactors shared among all 
rearranged enhancers, additional CRISPR scans are possible, but they are restricted to 
DNA-binding proteins. This limitation could be overcome with a pull-down assay of cell 
lysates with biotinylated enhancer sequences as bait, followed by mass spectrometry. An 
alternative approach that preserves the genomic context would be to perform “reverse-
ChIP” in situ by targeting the enhancer regions with nuclease-deactivated Cas9 (dCas9), 
coupled to either a FLAG tag or a biotinyl group 128,129. Purification with either an anti-FLAG 
antibody or streptavidin, respectively, would allow the identification of proteins in the 
enhancer complex by mass spectrometry.
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Function of the gene losing its native enhancer
The removal of the GATA2 enhancer from its native locus in inv(3)/t(3;3) AML causes not 
only hyperactivation of EVI1, but also haploinsufficiency of GATA2 4. Interestingly, a large 
number of AMLs exhibit allele-specific expression (ASE) of GATA2 without loss of overall 
expression levels (chapter 6). GATA2 is a pivotal regulator of hematopoiesis essential for 
HSC generation and maintenance in both embryonic and adult stages 130–132. Germline GATA2 
mutations leading to haploinsufficiency are associated with a number of disorders involving 
hematopoietic defects 133–136 and development of MDS/AML 137. Somatic GATA2 mutations 
are also found in sporadic AML, especially in cases with inv(3)/t(3;3) 91 or CEBPA DM 6. In 
mice, Gata2 haploinsufficiency compromises HSC proliferation and survival, as well as GMP 
function 138,139.

All in all, haploinsufficiency of GATA2 in inv(3)/t(3;3) is likely to contribute to the 
leukemogenic process, possibly in cooperation with EVI1. This is corroborated by the 
frequent GATA2 mutations found in these patients, in which only the mutated allele 
remains expressed. Furthermore, almost 50% of atypical 3q26-rearranged AMLs lose GATA2 
expression from one allele due to CNL and other unidentified mechanisms (chapter 3). The 
experimental confirmation came from in vivo studies showing that Gata2 heterozygous 
deletions in mice with inv(3) accelerated leukemia development, owing to faster proliferation 
that conferred a selective advantage to EVI1-expressing cells 140. Although the nature of the 
cooperation between EVI1 and GATA2 remains a conundrum, these observations support 
a model in which the loss of its enhancer confers a fitness advantage in inv(3)/t(3;3) AML. 
At the same time, the levels of GATA2 remain elevated enough to enable HSC/LSC function, 
which is abolished when GATA2 is completely lost 132. The participation of GATA2 in other 
AML subtypes is further discussed in section 2.3.2 of this discussion.

It stands to reason that similar mechanisms may operate in other 3q26 rearrangements, 
which also involve important hematopoietic regulators such as MYC 141 or CDK6 142. That is, 
a moderate decrease in their expression may favor AML development in the presence of 
EVI1 overexpression. Along these lines, Myc deficiency in mouse models shifts the balance 
of LT-HSCs from differentiation to self-renewal, leading to LT-HSC accumulation 141. Even if 
downregulation of a certain gene does not directly contribute to leukemogenesis, partial 
loss of its expression should be tolerated by the affected cell. This requirement excludes 
translocations that would hijack enhancers from genes whose high expression levels are 
absolutely essential for survival. On the other hand, compensatory mechanisms may come 
into play at the wild type allele.

2.2.3 Unique properties of oncogenic super-enhancers offer therapeutic opportunities
One of the most striking findings about the rearranged GATA2 enhancer in inv(3)/t(3;3) AML 
is that it acquires the features of a super-enhancer upon translocation, namely high levels 
of H3K27ac, BRD4 binding and enhancer RNA (eRNA) 4. As a result, cell lines with 3q26 
rearrangements are exquisitely sensitive to the BRD4 inhibitor JQ1, contrary to non-3q26-
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rearranged models with high levels of EVI1 expression. Despite their initial promise in mouse 
models and primary samples, BET inhibitors are limited by narrow therapeutic margins and 
underwhelming efficacy 143. Nevertheless, they provide a useful proof of concept to develop 
new therapeutic strategies that exploit vulnerabilities of oncogenic super-enhancers.

One of such vulnerabilities is the dependency of the translocated GATA2 SE on a MYB 
binding site that is non-functional in its native context (chapter 5). Deletion of this site 
by CRISPR/Cas9 or pharmacological inhibition of MYB resulted in selective loss of EVI1 
expression, myeloid differentiation and cell death, while GATA2 expression remained 
unchanged. No changes were observed in CD34+ HSPCs from healthy donors. The CRISPR/
Cas9-based scan employed in this study detected frequent mutations leading to loss of EVI1 
expression in binding sites for other TFs (TFBS), including the GATA, RUNX and MEIS families. 
Future research should determine whether any of them are exclusively functional in the 
rearranged allele, similarly to the MYB binding site. A more systematic approach to tackle 
this problem would be to conduct a similar CRISPR/Cas9-based scan in a t(3;3)/inv(3) cell 
line with different readouts for the EVI1 and GATA2 alleles, each of which carries a copy of 
the GATA2 enhancer. We have recently developed such a model using the MUTZ3 cell line, 
with GFP (green) and mCherry (red) as surrogate markers for EVI1 and GATA2 expression 
respectively. Only GFP, but not mCherry, should be affected by mutations targeting TFBSs 
that are selectively required for EVI1 expression. This model could also be employed in 
compound screens to find drug repurposing candidates that exclusively affect aberrant EVI1 
expression in cancer cells while sparing healthy cells.

Nevertheless, a fundamental enigma remains unsolved: what factors underlie the 
transformation of the GATA2 hematopoietic enhancer into an oncogenic super-enhancer? 
A likely explanation lies in the different regulatory elements present at each genomic 
context, including: 
a)  Novel TF binding sites: the translocations may lead to the acquisition of TFBSs in the 

vicinity of the breakpoint. These TFs could facilitate the binding of additional TFs at sites 
contained in the GATA2 SE, such as MYB, by cooperative mechanisms like protein-protein 
interactions or via chromatin remodelling 144. Formation of novel enhancers due to TFBS-
creating mutations leading to the over-expression of TAL1 145 and LMO2 146 has been 
reported in T-ALL. Motif analysis together with ChIP-seq for suspected TFs could be used 
to explore this possibility. 

b)  Promoter switching: the characteristics of the EVI1 promoter may be conducive to 
stronger activation of the rearranged enhancer; for example, via recruitment of factors 
that establish synergistic interactions with the TFs binding to the GATA2 SE. This hypothesis 
could be tested by replacing the EVI1 promoter with the GATA2 promoter in the MUTZ3-
eGFP cell line.

c)  Loss of silencers: the activation of the SE may be elicited by the loss of cryptic transcriptional 
silencers present in the native locus. Given the lack of a single combination of chromatin 
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marks to delineate silencers 147, it may be challenging to pinpoint these elements, but 
screens based on H3K27me3/PRC2 coupled with 3C technologies have met some success 148. 

d)  Structural changes: architectural proteins such as CTCF or YY1 in a suitable orientation 
may favor contacts with additional enhancer modules or create favorable spatial 
conformations. 
It is equally possible that the oncogenic super-enhancer is a result of changes in the 

epigenome that cannot be attributed to the underlying DNA sequence. Loss of methylation 
or acquisition of additional H3K27ac marks could be the result of fortuitous action by DNA 
demethylases (e.g. TET2) or histone acetyl transferases (e.g. p300), followed by selection 
of clones expressing EVI1. Although highly speculative, this mechanism is supported by 
findings in AMLs with normal karyotype in which the GATA2 -110 kb enhancer has the 
properties of a super-enhancer at its native locus (chapter 6). Therefore, the enhancer is 
intrinsically capable of become a super-enhancer even in the absence of a rearrangement 
that alters the genomic context. This possibility could be further examined with treatments 
that modulate the epigenetic landscape in HSPCs, such as demethylating agents or histone 
deacetylase inhibitors. 

Since other 3q26 rearrangements involve full-fledged super-enhancers in their native 
context, inv(3)/t(3;3) cell lines constitute unique models to dissect the particularities that 
distinguish a super-enhancer from a conventional enhancer. Any vulnerabilities unveiled 
by the studies proposed above should be investigated in other models, such as t(3;8), to 
determine whether they are present in other frequently rearranged super-enhancers and 
can be therapeutically exploited. Importantly, the conclusions could be applicable to other 
translocations involving the same SEs, such as BCL11B rearrangements, and potentially to 
unrelated instances of enhancer hijacking. It is tempting to speculate that a common set of 
super-enhancer features may be relevant beyond the realm of blood cancers, but many are 
probably tissue-specific, such as the binding of hematopoietic TFs. 

2.2.4 Other mechanisms of EVI1 overexpression: secrets hidden in the non-coding 
genome?
It is estimated that 8% of AMLs exhibit high expression of EVI1, which is an independent 
predictor of poor clinical outcome 149,150. Only 20% of those carry 3q26 abnormalities, 
where EVI1 expression can be explained by enhancer hijacking 149. However, this number 
may be an underestimation given that 3q26 rearrangements have been detected by NGS or 
fluorescence in situ hybridization (FISH) in cases that were missed by karyotyping. A number 
of these 3q26 rearrangements lead to the formation of fusion genes, such as RUNX1-EVI1 in 
t(3;21)(q26;q22), in which EVI1 overexpression is not the result of enhancer hijacking, but 
control by a promoter of a highly expressed gene 151.

Another 20% of those patients harbor 11q23 rearrangements involving KMT2A/MLL1 
149. It is thought that MLL fusions lead to upregulation of EVI1 by recruiting the histone 
methyltransferase DOT1L to its promoter, resulting in deposition of H3K79me2, which is 
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associated with transcriptional activation 152–155. Within MLL-rearranged AML, presence 
or absence of EVI1 expression distinguishes two subsets of patients with differences in 
gene expression, morphology and immunophenotype; likewise, introduction of MLL-AF9 
in murine cells only instigated expression of EVI1 in 35% of the colonies 152. Based on the 
lack of H3K79me2 at the EVI1 promoter in committed progenitors, Bindels and colleagues 
hypothesized that the locus is only accessible to MLL fusions in HSCs, and thus only MLL-
rearranged leukemias arising from an HSC cell of origin express EVI1. A subsequent study by 
Krivtsov and others confirmed the lack of EVI1 expression in GMP-derived AML and further 
detected lower DNA methylation levels in this group 156. Albeit outside of the scope of this 
thesis, it would be interesting to validate these conclusions by comparing EVI1-expressing 
cells in MLL-rearranged AML to healthy HSCs and progenitors using single-cell RNA-seq data.

On the other hand, it remains to be determined why AMLs with MLL fusions express 
the longer MDS1-EVI1 isoform, absent in 3q26-rearranged AML 149. Mouse studies revealed 
that the Mds1-Evi1 is expressed in hemogenic endothelium during embryogenesis, but 
not in fetal liver 157,158. In adult mice, Mds1-Evi1 transcripts were found in 98% of HSCs, 
with LT-HSCs exhibiting much higher levels than ST-HSCs 159, as well as in most other tissues 
where EVI1 is expressed 158. However, we could not detect MDS1-EVI1 in bulk RNA-seq 
data of human CD34+ HSPCs derived from healthy donors, whereas EVI1 was expressed 
at moderate levels, i.e. 5-10 TPM (n=9, data not shown). Even so, it is possible that human 
MDS-EVI1 is expressed in a rare progenitor subpopulation below the threshold of detection 
in bulk sequencing. Alternatively, chromatin at the MDS1-EVI1 may remain open despite the 
lack of expression, enabling the recruitment of DOT1L by MLL fusion proteins. 

A separate question, also unanswered, is what function MDS1-EVI1 plays in 
leukemogenesis. It is believed that MDS1-EVI1 is a transcriptional activator that acts as an 
antagonist of EVI1, which behaves as a repressor 160. Consistent with this notion, forced 
overexpression of EVI1 in the murine myeloid line 32Dcl3 stimulated cell growth and 
blocked differentiation induced by G-CSF, whereas MDS-EVI1 blocked cell growth without 
affecting differentiation 161,162. However, MDS1-EVI1 did not interfere with the repression 
of TGF-β by EVI1 in the same model, which suggests that either the isoforms are not fully 
antagonistic or EVI1 has a dominant role 163. Likewise, experiments in mouse models have 
produced somewhat controversial results. While Zhang and others reported that Mds1-
Evi1 is essential for LT-HSC function 159, a separate study found that transduction of MDS1-
EVI1 failed to rescue a heterozygous knockout of Mecom, whereas Evi1 did 164. In light of 
these observations and the lack of expression in 3q26-rearranged AML, it is plausible that 
MDS1-EVI1 is dispensable for leukemogenesis and its presence in MLL-rearranged AML 
is merely accidental. This would also explain why MDS-EVI1 expression does not have a 
prognostic value 149. The cause and possible consequences of MDS1-EVI1 expression should 
be further explored in mouse models with MLL fusions, such as MLL-AF9 or MLL-AF4, which 
promptly develop AML 165. Deletion of MDS1-EVI1 in such a model could cast light on its 
exact contribution to pathogenesis.
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Finally, the mechanisms for EVI1 expression remain completely unknown in almost 
60% of EVI1-positive AML patients, excluding possible cryptic 3q26 rearrangements 149. 
In ovarian cancer, MECOM amplifications leads to increased expression of both EVI1 and 
MDS1-EVI1 isoforms, which is paradoxically associated with favorable prognosis in that 
disease 166. Although less common, amplifications of EVI1 are also found in AML, leading 
to increased expression of EVI1 comparable to that of 3q26-rearranged cases 167. It has 
recently come to our attention that an enhancer region downstream of MECOM can become 
amplified in ovarian cancer, with similar effects (Stefan Gröschel, personal communication). 
It is thus possible that high expression of EVI1 is driven by an analogous mechanism in 
AML. Alternatively, loss of silencers or insulators by small deletions not detected so far could 
achieve the same effect. It cannot be ruled out that a permissive chromatin environment 
enables the expression of EVI1, as is the case of HSPCs in normal hematopoiesis. In order 
to pinpoint the underlying mechanism, appropriate sequencing experiments should 
be conducted in a cohort of EVI1-positive AML cases without 3q26 rearrangements. 
Structural variants, point mutations and indels could be detected by 3q-capture or WGS, 
which should be complemented by epigenomics data (ChIP-seq, ATAC-seq) to assess their 
functional significance, followed by validation in cell lines. Cryptic gene fusions could also be 
investigated by RNA-seq. In the absence of any genomic variants, supervised comparisons 
of ChIP-seq, ATAC-seq or methylation (e.g. targeted bisulfite sequencing) between EVI1-
positive and EVI1-negative cases could unveil differences at the epigenetic level in the 
vicinity of the EVI1 locus.

2.3 Epigenetic dysregulation driving altered gene expression in AML
Transcriptional control involves a complex network of regulatory elements that interact with 
each other, including cis-regulatory elements (CREs) like promoters or enhancers, as well 
as trans-regulatory elements like TFs or chromatin modifiers. Alterations in components of 
this network are common in AML, but research traditionally focused on mutations in coding 
genes, including epigenetic regulators and transcription factors. In recent years, many 
examples of alterations involving CREs have emerged as prime drivers of gene dysregulation. 
Promoters can be silenced by hypermethylation 168 or targeted by mutations which can 
either introduce new TFBS 169,170 or inactivate them 171. Aside from translocations leading 
to enhancer hijacking, discussed above, other enhancer-related mechanisms include the 
formation of novel enhancers by point mutations or indels 145, focal amplifications of existing 
enhancers 172 and disruption of architectural loops 173. 

This thesis describes the involvement of several of these mechanisms in AML, often 
simultaneously. In chapter 6, we showed how allele-specific silencing of the GATA2 promoter 
in AML with CEBPA DM is accompanied by hyperactivation of the -110 kb enhancer, 
presumably at the other allele. This is not only an example of two co-occurring epimutations 
affecting a single gene, but also of the intricate interactions between regulatory elements. In 
this case, aberrant overexpression driven by an enhancer can be compensated by silencing 
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of the promoter. In chapter 7, we showed that widespread hypermethylation in a subset of 
leukemias leads to silencing of key myeloid promoters and reshaping of genome architecture 
due to loss of CTCF binding. 

2.3.1 Strategies to screen for oncogenic alterations in cis-regulatory regions 
The identification of alterations in non-coding regions leading to cancer can be a daunting 
prospect. These regions account for roughly 98.5% of the genome 174,175, much of which 
is essentially junk DNA without function 176,177. In fact, it is estimated that only around 5% 
of the genome is under purifying selection 178,179, meaning that mutations may randomly 
accumulate in a neutral or nearly neutral manner in the remaining 95% 180. Therefore, it is 
not viable to conduct whole genome sequencing (WGS) and study every somatic variant 
in non-coding regions, as this would be tantamount to look for the proverbial “needle in 
a haystack”. Besides, such an approach would be blind to epigenetic alterations that leave 
the DNA sequence intact. A second obstacle is to demonstrate that a mutation in a CRE 
effectively leads to aberrant expression of a gene under its control, which is not necessarily 
close in the linear genome. 

We propose two possible approaches to tackle the aforementioned challenges, both of 
which have been used in this thesis: CRE-centric strategies and gene-centric strategies.

A CRE-centric strategy to identify cis-regulatory alterations
A conventional strategy to detect causal variations in regulatory regions associated with 
cancer is to focus the search on previously defined CREs, followed by additional studies 
to link those changes to gene dysregulation and functional studies. A proposed pipeline, 
partially adapted from 181, is presented here: 
1. Restriction of search space: existing knowledge on regulatory regions can be used to 
narrow down the search for variants. The combination of ATAC-seq and H3K27ac ChIP-seq 
can reveal putative CREs active in a certain tissue, which can then be classified as promoters 
or enhancers on the basis of their proximity to TSSs or by integration with other histone 
marks like H3K4me3 (promoters) or H3K4me1 (enhancers). Other regulatory regions of 
importance are binding sites for structural proteins, such as CTCF. 
2. Detection of somatic CRE mutations: changes in CREs can be genetic or epigenetic in 
nature, which calls for separate sets of approaches. The identification of one of such events 
may be interesting, but recurrence is a strong indicator of their somatic involvement. For 
example, insertions creating a super-enhancer upstream of TAL1 occur in ~5% of T-ALL 
patients 145. 
•  Genetic hits: point mutations, copy number alterations or structural variants overlapping 

with CREs can be detected by WGS or capture DNA-seq. It is also possible to use ChIP-seq 
or ATAC-seq reads to identify genetic variation leading to increases in enhancer activity 146, 
but this strategy may fail for variants that completely abrogate TF binding.
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•  Epigenetic hits: changes in methylation at promoters, associated with gene silencing, 
can be detected by techniques such as MCIP-seq or whole genome bisulfite sequencing 
(WGBS). Gains or losses in promoter or enhancer activity can be measured by ATAC-seq 
or H3K27ac ChIP-seq. 

3. Identification of the target gene (mutations in enhancers): only between 30% and 60% 
of enhancers interact with their closest promoters; the remaining enhancers regulate genes 
that are often located several hundreds of kb or even Mb away 121. 3C-derived technologies 
like 4C or Hi-C are a valuable tool to establish the most likely targets of the dysregulated 
enhancer. In some instances, novel (i.e. somatic) interactions may be formed as a result of 
an oncogenic event, such as the translocation of an enhancer.
4. Detection of cancer-specific patterns of expression: mutations in a CRE are only likely 
to have a functional impact if they affect the expression of a coding gene. Transcriptomics 
data, such as RNA-seq, should be employed to assess whether the identified mutations alter 
the expression levels of a target gene. Furthermore, if heterozygous SNPs are present in the 
gene of interest, ASE should confirm that only the mutated allele is affected.
5. Testing in in vitro or in vivo models: the effects of mutations detected in patient samples 
or cell lines should be replicable in suitable models. CRISPR-Cas9, which has become an 
essential tool for genome editing, can be used to disrupt the function of a CRE or replace it 
with another 182. Deactivated Cas9 (dCas9) can silence a CRE without introducing any genetic 
mutations, an approach known as CRISPRi 183. Modifications of this procedure strengthen this 
effect by coupling dCas9 to chromatin modifier domains such as KRAB 184 and DNMT3A 185.

Variations of this proposed pipeline have been applied throughout the present thesis. 
In chapter 3, we performed 3q-capture to detect somatic SVs involving super-enhancers 
in regions translocated to EVI1, some of which were recurrent. Increased expression of 
EVI1 was measured by RNA-seq. In chapter 4, we demonstrated that the MYC SE is a causal 
driver of EVI1 overexpression by 1) introducing the t(3;8) into K562 cells, and 2) deleting 
critical components of the MYC SE. In chapter 7, we detected changes in methylation in 
promoters and CTCF binding sites, which we related to changes in gene expression and the 
in 3D genome structure with RNA-seq and Hi-C respectively.

A gene-centric survey of cis-regulatory alterations
The strategy employed in chapter 6 was gene-centric, rather than CRE-centric. That is, 
instead of screening for changes in CREs and relating them to genes under their control, 
we surveyed the transcriptome for signs of deregulated gene expression. To this end, we 
relied on ASE as a surrogate marker for changes in CREs, under the assumption that those 
typically affect a single allele (Figure 4). Previous studies have confirmed that ASE can be a 
powerful indicator of CRE dysregulation; for example, in t(3;3)/inv(3) AML both GATA2 and 
EVI1 both exhibit monoallelic expression 4. Indeed, in a cohort of ~200 AMLs we detected 
ASE of genes involved in known chromosomal rearrangements, such as inv(16) or t(8;21), 
which confirmed the validity of our approach. More importantly, we found recurrent ASE 
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of various cancer-related genes, most prominently GATA2. Even though GATA2 ASE was 
present in almost 60% of tested AMLs, there was a strong association with CEBPA DM. 

The next step in this strategy is to trace the ASE signal back to the corresponding CREs, 
which can be achieved with chromatin interaction data, as suggested above, or prior 
knowledge of gene regulation. In this case, we focused on the GATA2 promoter and the -110 
kb enhancer to establish that ASE is the result of promoter hypermethylation on one allele 
and enhancer hyperactivation on the other allele in CEBPA  DM AML. As a result, GATA2 
transcript levels remain unchanged with respect to other AMLs. Long-read sequencing with 
Nanopore was critical to demonstrate that GATA2 promoter hypermethylation and loss of 
expression take place on the same allele. 
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Figure 4. Detection of allele-specific expression in AML, indicative of alterations in CREs.

This approach allows mechanism-agnostic detection of potentially deregulated genes, 
which otherwise may be challenging and require the integration of multiple datasets. An 
ASE screen can be performed with only RNA-seq, albeit combination with WES or WGS is 
highly advisable to eliminate confounding factors such as CNAs or subclonal mutations, 
and to discriminate monoallelic expression from homozygous variants. Nevertheless, it is 
limited to regions that harbor at least one heterozygous SNV and it may also be challenging 
to pinpoint the causal mechanism behind ASE. Besides, it requires very careful filtering 
of genetic variants, since technical artifacts in certain regions with poor mappability can 
introduce false positives. For this reason, this exercise is often conducted with SNVs only, 
since other variants like indels are more prone to alignment errors.

2.3.2 A central role for GATA2 in acute myeloid leukemia
A recurrent observation in several chapters of this thesis is the involvement of GATA2 

in multiple pathogenic processes. Aside from the loss of the GATA2 enhancer in t(3;3)/
inv(3) AML, we also detected frequent CNLs of the GATA2 gene in atypical 3q26, as well as 
unexplained ASE (chapter 3). As discussed in section 2.2.2, this points to a likely participation 
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of GATA2 defects in 3q26-rearranged AML. Surprisingly, GATA2 ASE was present in more 
than 60% AML cases, many of which did not harbor either 3q26 aberrations or CEBPA DM 
(chapter 6). Moreover, GATA2 is one of the heptad of hematopoietic TFs that bind super-
enhancers commonly translocated to EVI1 (chapter 3), including the GATA2 super-enhancer 
itself. In fact, the p300 region critical for EVI1 expression in inv(3)/t(3;3) contains motifs 
for TFs of the GATA family (chapter 5). All in all, GATA2 emerges as a pivotal contributor to 
leukemogenesis in AML. But what makes GATA2 so important?

Functional significance of GATA2 in hematopoiesis
GATA2 is a member of the GATA family of zinc-finger (ZF) TFs, whose name derives from 
their ability to bind the (A/T)GATA(A/G) consensus sequence, also denoted as WGATAR 
186. The founding member of the family was GATA1, also referred to as NF-E1 or Eryf1, 
independently discovered as a key activator of globin gene expression in erythroid cells by 
multiple groups in 1988 186–190. The cloning of GATA1 revealed that interaction with this motif 
is mediated by a C-terminal ZF (ZF2) 191,192, whereas another N-terminal ZF (ZF1) increases 
binding stability and facilitates interaction with other proteins such as Friend of GATA (FOG) 
193. Soon afterwards, GATA2 and GATA3 were identified by homology with GATA1, first in 
chicken 194 and later in humans 195,196. Interplay between these different GATA proteins takes 
place in the form of a “GATA switch” whereby one of them replaces another at key stages 
of differentiation 197. For example, GATA1 displaces GATA2 from the GATA2 promoter in 
erythropoiesis, leading to transcriptional repression 198.

GATA2 is indispensable for HSC proliferation and survival 130,199, as well as for HSC 
generation in the embryo 131,200 and GMP function 139. Accordingly,  expression of GATA2 
can be detected in HSCs, early myeloid progenitors and erythroid cells 201. Transcription of 
GATA2 is controlled by a number of enhancers that also act as “GATA switch sites”, including 
an intronic +9.9 kb enhancer (+9.5 in mice), several proximal enhancers and a distal -110 
kb (-77 in mice) enhancer 202. While the proximal enhancers are dispensable for Gata2 
expression and hematopoiesis 203, loss of either the +9.5 kb 204 or the -77 kb 205 enhancers 
dramatically reduces Gata2 levels and disturbs hematopoiesis. In particular, the -77 kb 
element is mainly involved in Gata2 expression in myeloid commitment, whereas the +9.5 
kb enhancer regulates HSC emergence 202.

In keeping with its essential role in hematopoiesis, a fine control of GATA2 expression 
levels must be maintained to ensure proper hematopoietic function. In Gata2+/– mouse 
models, low Gata2 expression compromises HSC homeostasis 138 and GMP function 139. In 
humans, haploinsufficiency resulting from inactivating mutations in GATA2 coding regions 
or its +9.9 kb enhancer causes inheritable disorders like the MonoMAC and the Emberger 
syndromes 133–136, currently considered manifestations of a single entity known as “GATA2 
deficiency” 206. Patients with these defects exhibit various cytopenias and frequent infections 
and are at risk for developing familial MDS and AML 137. Complete loss of Gata2 is deleterious 
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not only for HSCs, but also for LSCs, which undergo apoptosis as a result of decreased Bcl-2 
levels 132. On the other hand, overexpression of GATA2 blocks proliferation and differentiation 
of HSCs and progenitors, fostering quiescence 207,208. At lower levels, enforced expression of 
GATA2 inhibits lymphoid development at the CLP stage, but enhances GMP self-renewal 
and myelopoiesis 209. Comparably high levels of GATA2 have been linked to poor prognosis 
in AML 210,211. In sum, perturbations in the physiological levels of GATA2, either by excess or 
defect, disrupt hematopoiesis.

Alterations in GATA2 are key drivers of leukemogenesis
Somatic mutations of GATA2 are found in ~3% of sporadic AMLs 212,213 and are clustered 
in the two ZF domains 214. Lesions in the ZF1 region are more frequent in AML and are 
associated with CEBPA DM 6 and inv(3)/t(3;3) 91, as well as better prognosis 215. In contrast, 
the C-terminal ZF2 is mainly targeted by somatic mutations in CML with blast crisis 216 or 
by germline alterations in familial AML 137. Although it was traditionally believed that ZF2 
mutations abolish GATA2 DNA binding activity, resulting in haploinsufficiency, recent studies 
depict a more nuanced picture, with both loss-of-function and gain-of-function outcomes 
217,218. Transcriptional activation and sometimes DNA binding are impaired by certain ZF1 
mutations (like L321F), but the mechanisms remain unclear.

The high frequency of GATA2 mutations and GATA2 ASE in AML with CEBPA DM points 
to an interplay between CEBPA and GATA2 in leukemogenesis. Hinting at a possible 
mechanism, Greif and colleagues reported that GATA2 ZF1 mutant proteins exhibit reduced 
cooperation with CEBPA, leading to downregulation of CEBPA targets 6. The fact that 
mutant GATA2 alleles are preferentially expressed in CEBPA DM AML, at the expense of 
their wild type counterparts, probably exacerbates this phenomenon (chapter 6). In healthy 
hematopoiesis, the sequence in which in GATA2 and CEBPA are expressed controls fate 
choice among branches of myelopoiesis 219, further suggesting an interaction between these 
two TFs.

It is unclear how GATA2 ASE participates in AML development in the absence of GATA2 
mutations, but we speculate that it is related to altered transcript levels in previous stages. 
Moderate upregulation of GATA2 by a hyperactive enhancer may create a fertile ground 
for leukemogenesis by accelerating progenitor self-renewal 209, but loss of expression by 
compensatory methylation of the other allele may be favorable in later stages (Figure 5). 
This hypothesis is in line with findings in mice with inv(16), which exhibit upregulated Gata2 
in preleukemic cells, but acquire Gata2 deletions in a leukemic phase 220. Interestingly, 
GATA2 mutations and haploinsufficiency also co-occur with CEBPA downregulation driven 
by EVI1 overexpression in 3q26-rearranged AML. An intriguing possibility is that altered 
GATA2 levels synergize with CEBPA dysfunction by disrupting their cooperation at sensitive 
promoters, as is the case for GATA2 mutations. However, we did not detect an association 
between GATA2 ASE and other subtypes with reduced CEBPA expression, such as t(8;21) or 
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single CEBPA mutations. It may prove challenging to reproduce this mechanism in a model, 
but it would be interesting to examine whether mice with Cebpa DM 221 also acquire GATA2 
ASE and, if so, whether it accelerates leukemogenesis.
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GATA2Promoter

TF TF
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TF TF

Inactive allele

Active allele

TF Transcription factor

GATA2 transcripts

Methylated CpG
Enhancer

Promoter

TF TF

Figure 5. Mechanisms driving GATA2 ASE in CEBPA DM AML.

The exact nature of the interplay between GATA2 and CEBPA is only one in many 
unanswered questions. What is the order of acquisition of GATA2 ASE and CEBPA 
mutations? While the small VAF of GATA2 mutations relative to CEBPA DM unequivocally 
defines them as subclonal, such a relationship cannot be established for GATA2 ASE because 
gene expression is not a dichotomous variable. That is, for a given transcript frequency 
of allele A (e.g. 20%), we cannot distinguish a situation in which all cells exhibit reduced 
levels of that allele (20:80 A/B ratio) from a complete silencing in only a fraction of the cells 
(only 4 in 10 cells express A). However, the fact that GATA2 ASE is present in almost all the 
CEBPA DM cases and in a large fraction of other AMLs strongly suggests that GATA2 ASE 
precedes at least the acquisition of GATA2 mutations, which are favored in the expressed 
allele (Figure 6). We further hypothesize that GATA2 ASE is in fact a preuleukemic event 
that spontaneously takes root in HSCs or progenitor cells, fostering the development of 
AML in cooperation with mutations like CEBPA. This hypothesis should be tested using 
full-length single cell transcriptomics in AML with CEBPA DM, enabling the simultaneous 
tracking of both CEBPA mutations and GATA2 ASE in the same patient. Besides, mice with 
CEBPA DM could be used to confirm whether GATA2 mutations indeed follow GATA2 ASE 221. 
Interestingly, we detected GATA2 ASE in both remission and diagnosis samples of a single 
CEBPA DM patient, but we could not establish if it was already present in the germ line. On 
the other hand, familial CEBPA mutations 222 necessarily precede GATA2 ASE, but it can be 
argued that single CEBPA mutations are not leukemogenic. In AML with inv(3)/t(3;3), both 
GATA2 haploinsufficiency and CEBPA downregulation are acquired simultaneously. 
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Figure 6. Proposed order of acquisition of GATA2 ASE in CEBPA DM AML.

Other studies have also reported hypermethylation of the GATA2 promoter in normal 
karyotype AML, in the absence of any CEBPA mutations 223,224. What is the role of GATA2 ASE 
in other AMLs without CEBPA alterations? In the same way GATA2 and CEBPA cooperate 
to regulate gene expression, other hematopoietic TFs are similarly dependent on GATA2. 
These include SCL, LYL1, LMO2, RUNX1, ERG, and FLI-1, the components of a “heptad” that 
colocalize with GATA2 and engage in protein-protein interactions with it 119. The cooperation 
between RUNX1 and GATA2 was proven by the synthetic lethality of Gata2+/– and Runx1+/– 
in mice. Although the association was not significant, we also observed GATA2 ASE in 
~70% of AMLs with RUNX1. Besides, as a pivotal hematopoietic regulator, GATA2 controls 
the expression of many genes frequently mutated or dysregulated in AML. For example, 
the expression of the tumor suppressor WT1, mutated in around ~8% of AMLs 212,213, is 
controlled by binding of GATA2 or GATA1 to a 3’ enhancer. We detected GATA2 ASE in 90% of 
the patients with WT1 mutations, which are a sign poor prognosis 225. To summarize, GATA2 
ASE may cooperate with other lesions by either disrupting protein-protein interactions 
or modulating transcription of the affected genes. Validation of this hypothesis may be 
conducted by measuring synergistic effects between mutations in cancer-associated genes 
and either haploinsufficiency or forced overexpression of GATA2 in cell lines or mouse 
models.

2.3.3 The road not taken: other candidates from the ASE screen 
The screen performed in chapter 6 identified GATA2 as the most recurrent gene with ASE 
among those known to be mutated in cancer (as per the COSMIC database 226) or involved 
in myelopoiesis. However, several other interesting candidates for further research were 
also present in a large number of samples, such as THBS1 (29%) or CDKN2A (11%). The 
gene product of THBS1, thrombospondin-1, is a glycoprotein that mediates cell adhesion, 
with multiple roles in cancer such as invasion, migration, proliferation, apoptosis and tumor 
immunity 227. The THBS1 receptor CD47 confers protection against macrophage-mediated 
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clearance (a “don’t eat me” signal) and is highly expressed on circulating HSCs and LSCs, 
which co-opt this mechanism to evade phagocytosis 228. High CD47 expression on LSCs is an 
adverse prognostic factor in AML 229, and blockade of CD47 by antibodies like magrolimab has 
shown promise in clinical trials 230. A study in 116 AML patients determined that low levels 
of THBS1, possibly caused by promoter hypermethylation, correlated with lower survival 231. 
In our cohort, cases with THBS1 ASE exhibited higher THBS1 expression than other AMLs 
(1.7 fold-change), though the difference was not statistically significant (adjusted p-value 
= 0.26). This seemingly rules out a silencing mechanism, unless it is compensated on the 
other allele as reported for GATA2. The levels of THBS1 were higher than in CD34+ cells from 
healthy donors regardless of whether ASE was present, also excluding the possibility that 
cases without ASE exhibited silencing on both alleles. Moreover, THBS1 ASE was strongly 
associated with inv(16), as it was present in 9 out of 11 cases (p-value = 0.0008). The 
CDKN2A gene encodes two tumor suppressor proteins that regulate the cell cycle: p16INK4A 

and p14ARF 232. This gene is frequently repressed by epigenetic mechanisms in AML, resulting 
in accelerated proliferation, including the deposition of H3K27me3 marks by the polycomb 
group 11,233,234 and DNA hypermethylation in AML with IDH1 mutations, 235. Low expression 
of CDKN2A is an independent predictor of poor survival in AML patients of advanced age 236. 
However, patients with CDKN2A ASE in our study did not exhibit reduced expression of the 
gene, suggesting a different mechanism.

Other candidates from the screen were less frequent, but involved critical regulators 
of lineage commitment, like IRF8 (4%) or MEIS1 (4%). Interferon regulatory factor 8 (IRF8) 
favors the production of monocytes and dendritic cells at the expense of neutrophils 237 and 
its inactivation in mice models leads to a leukemia-like syndrome 238. Upregulation of IRF8 
has been detected in various subsets of AML and is a sign of poor prognosis 239,240, possibly 
because it supports aberrant proliferation 241. MEIS1, a cofactor of HOX proteins, preserves 
HSC quiescence 242,243 and is upregulated in AML with NPM1 mutations 244 and with MLL 
rearrangements 245, mostly co-occurring with HOXA9 overexpression 246. The collaboration 
of MEIS1 with HOXA9 247,248 or with NPM1 mutations 249 is sufficient to induce leukemia in 
mice. Interestingly, C/EBPA is a critical collaborator in leukemogenesis induced by HOXA9 
and MEIS1 250. 

Moreover, genes without known mutations linked to cancer, but also with highly 
recurrent ASE, may be of interest. Some examples include IRF5 (43%), a target of p53 
for induction of apoptosis in HSCs 251, and CD13/ANPEP (21%), a myeloid surface marker 
typically expressed on most AML blasts 252. Of note, although ANPEP was not previously 
considered because mutations in this gene have not been reported in cancer, its relationship 
with AML has been documented. Thus, it may be preferable to use the DisGeNET database 
253 for candidate selection, as it contains genes associated with AML mined from the 
scientific literature. On the other hand, genes without previous evidence of involvement 
in leukemia also offer the greatest potential for novel discoveries. To ensure that the allelic 
bias in transcription can be related to gains or losses in nearby CREs, differential expression 
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between AML cases with and without ASE can be used to prioritize these candidates (Table 
2). For example, MECOM is overexpressed in patients with MECOM ASE because those often 
harbor 3q26 rearrangements leading to upregulation of the EVI1 isoform encoded by this 
gene.

Identification of abnormalities in the regulation of any of these proposed candidates can 
be conducted in a systematic manner by integration of genomics and epigenomics data. We 
have generated H3K27ac ChIP-seq and ATAC-seq data for the same AML patients that were 
sequenced for the ASE screen, which can reveal gained or loss enhancers in the vicinity 
of these genes. Nanopore-based sequencing can be employed to simultaneously measure 
methylation at promoters and relate the signal to the expressed allele, taking advantage of 
long read technology 254. 
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Table 2. List of genes with ASE in AML associated with either gain (fold change > 0) or loss (fold change < 0) of 
expression.

Gene name Cancer Hematopoiesis Leukemia Fraction of 
cases

log2 fold 
change

Adjusted 
p-value

PARVB NO NO NO 4% -2.19 0.00

DAPK1 NO NO YES 5% -2.00 0.00

CARD9 NO NO NO 6% -1.41 0.00

CLEC11A NO NO NO 31% -1.25 0.05

PXDN NO NO YES 9% -1.16 0.02

USP6 YES NO NO 5% -1.08 0.00

MYH11 YES NO YES 10% 2.73 0.02

EPCAM NO NO YES 11% 2.91 0.00

AFDN NO NO YES 4% 3.33 0.00

SYCP2L NO NO NO 7% 3.35 0.04

FOXC1 NO YES YES 24% 3.47 0.00

MEGF10 NO NO NO 4% 3.51 0.00

FN1 NO NO YES 8% 3.87 0.00

CACNA1H NO NO NO 4% 3.93 0.00

MECOM YES YES YES 7% 4.04 0.00

TACSTD2 NO NO NO 5% 4.22 0.00

C2CD4B NO NO NO 5% 4.68 0.00

DEFB1 NO NO YES 13% 5.94 0.00

Only a selection of candidates with significant changes in expression (p-value < 0.05) is shown here. The columns 
Cancer, Hematopoiesis and Leukemia indicate if these genes are involved in these processes according to COSMIC, 
GO and DisGeNet respectively. The fold change and p-value were calculated with DESeq2.

2.3.4 CEBPA is a crucial determinant of cell identity in benign and malignant 
hematopoiesis
Lymphoid differentiation is associated with higher levels of DNA methylation at the 
promoters and binding sites of myeloid TFs 255,256. Furthermore, mouse models with Dnmt1 
257 or Dnmt3a 258 deficiencies exhibit myeloid skewing. Similarly, polycomb-mediated 
repression seems to be dispensable for myelopoesis, as mice without Ezh1 259 or Ezh2 260 
only exhibit compromised lymphocyte production. Altogether, the evidence suggests that 
the myeloid program is active by default unless it is actively repressed. CEBPA is one of 
the critical myeloid factors that must be repressed as a part of this cell fate decision, as 
overexpression of CEBPA is sufficient to enforce a myeloid program in lymphoid progenitors 
219 and reprogram B-cells into macrophages 261. On the other hand, absence of CEBPA 
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results in failure of myelopoiesis at the transition from CMP to GMP 11. Indeed, CEBPA is 
only expressed in myeloid progenitors and terminally differentiated cells, but not in their 
lymphoid counterparts 28,29. 

Although murine Cebpa is differentially expressed between lymphoid and myeloid 
progenitors, this phenomenon is not accompanied by promoter methylation, pointing at 
other silencing mechanisms 255. We confirmed similar observations in human terminally 
differentiated cells using data from the Blueprint consortium 262, albeit a few CpGs were 
uniquely methylated in a few lymphoid cells (Figure 7). We did not observe consistent 
differences in H3K27me3 levels between lymphoid and myeloid cells either, excluding a 
possible involvement of the polycomb group in CEBPA repression (Figure 8). Instead, studies 
in mice 263 and in humans 2 have revealed that CEBPA regulation along differentiation is 
controlled by the +42 kb enhancer, which contains binding sites for hematopoietic TFs (see 
also section 2.1). This region is active in HSCs, early multipotent progenitors and myeloid 
cells, but not in terminally differentiated lymphoid cells 263. Indeed, H3K27ac ChIP-seq data 
from Blueprint only showed activity of CEBPA enhancers in myeloid cells (Figure 9). Thus, 
expression of CEBPA seems to be regulated by its enhancers rather than by silencing 
mechanisms in normal hematopoiesis.
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Figure 7. Methylation of the CEBPA promoter in different hematopoietic cell types.
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Figure 8. H3K27me3 levels at CEBPA and neighboring regions in different hematopoietic cell types.
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Figure 9. H3K27ac levels of CEBPA enhancers in hematopoietic cell types. Enhancer elements are indicated below 
in blue.
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The group of leukemias referred to as CIMP exhibit hypermethylation-driven repression 
of several TFs involved in lineage commitment, including CEBPA, and mixed T-lymphoid/
myeloid phenotype (chapter 7). In contrast with normal tissues, the CEBPA promoter is 
aberrantly methylated in T-ALL and CIMP leukemias (Figure 10). As a result, CEBPA is locked 
in an inactive state that completely abrogates myelopoiesis, even in the presence of enhancer 
activation. CIMP leukemias were originally identified because they clustered with CEBPA DM 
AML in unsupervised analyses of microarray expression data, yet had no detectable CEBPA 
levels, leading to the observation that the CEBPA promoter was methylated 8. Likewise, we 
observed that CIMPs preferentially clustered with CEBPA DM AML when analyzing RNA-
seq, ATAC-seq or H3K27ac ChIP-seq datasets from AML and T-ALL patients (chapter 7). Both 
groups were located equidistantly from T-ALL and the rest of AMLs in a two-dimensional 
visualization of these data. CIMPs also exhibited similarities with t(8;21) AML, in which 
CEBPA is also repressed by this oncoprotein 80. Altogether, these results imply that silencing 
or loss of CEBPA function is a major determinant of the epigenetic landscape in leukemia. 
In line with this hypothesis, blasts with CEBPA DM often express T-cell genes such as CD7 
and TRD 264. 
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Figure 10. Methylation and acetylation of the CEBPA locus in various leukemia groups.

How is the methylation of CEBPA established in leukemia? The methylation pattern of 
CIMP leukemias is clearly distinct from that of myeloid leukemias, including most CEBPA DM 
cases, yet very similar to that of T-ALL. This seems to indicate that loss of CEBPA is a secondary 
event related to lymphoid development. However, hypermethylation of CEBPA is exclusive 
of leukemia, whereas expression in normal tissues is controlled by other mechanisms. 
In fact, global methylation levels in leukemic cells are higher than in any of their healthy 
counterparts. This strongly suggests that aberrant methylation of CEBPA is a cancer-specific 
process that occurs both in T-ALL and CIMP leukemias. As it is independent from mutations 
in the methylation machinery, this process may require transient dysregulation in these 
enzymes. Microwaves of methylation and demethylation take place during differentiation 
265, so a transient dysfunction in the control of the methylation machinery could explain 
this phenotype. The downregulation of TET2 coupled with upregulation of DNMT3A/B 
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in CIMP leukemias supports this hypothesis (chapter 7), but other mechanisms may be 
involved, as AMLs with TET2 mutations do not present this extreme hypermethylation. 

Lack of CEBPA itself may also contribute this methylator phenotype, given the pivotal 
role of this TF in shaping the epigenome of CIMP leukemias. Although the methylation 
pattern in CEBPA DM AML is different than in CIMP leukemias, this discrepancy could be 
explained by a residual function of CEBPA with N-terminal mutations, which results in the 
transcription of a shorter p30 isoform that lacks a transactivation domain, but is capable 
of DNA binding and can therefore exert other functions 266. In fact, we detected a single 
AML case with double C-terminal mutations, leading to a complete loss of DNA binding, 
that clustered together with CIMP and T-ALL cases in the analysis of methylation data. 
Furthermore, some AMLs with CEBPA DM are relatively hypermethylated, though not to 
the same extent as the CIMP cases 267,268. It will be necessary to confirm this hypothesis by 
carrying out methylation assays in additional AML cases with double C-terminal mutations.

How could CEBPA dysfunction lead to hypermethylation? We hypothesize that loss of 
CEBPA in early progenitors introduces a differentiation block that precludes myelopoiesis, 
forcing cells to adopt a lymphoid program. Disruptions in the methylation machinery, like 
repression of TET2, may exacerbate the waves of de novo methylation that accompany this 
fate choice, eventually resulting in aberrant genome-wide methylation. The details of this 
process remain highly speculative. Single cell methylation studies in patients could reveal 
the order of acquisition of methylation patterns in leukemic and/or preleukemic clones. 
Although material from CIMP leukemias is scarce, it should be possible to study how T-ALL also 
acquires this aberrant patterns that markedly differ from healthy terminally differentiated 
cells. Experiments in in vitro or in vivo models should be conducted to evaluate whether 
loss of CEBPA is indeed sufficient to reshape the epigenome and whether any clones with 
altered methylation develop. An important challenge in these studies might be the intimate 
relationship between CEBPA loss and differentiation, as the effects proposed above may 
only become apparent in a specific cell of origin.
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NEDERLANDSE SAMENVATTING

Hematopoëse is de vorming van bloedcellen en bloedplaatjes door de differentiatie van 
hematopoëitische stamcellen. Hierbij is het aansturen van het juiste transcriptionele 
programma tijdens dit differentiatieproces door epigenetische mechanismen van essentieel 
belang. Verstoringen in deze mechanismen leiden tot deregulatie van genen die van belang 
zijn bij de proliferatie of differentiatie, wat uiteindelijk kan leidden tot leukemie. Het 
belang van epigenetische factoren, blijkt uit het feit dat bijna 75% van de acute myeloïde 
leukemie (AML)-patiënten mutaties in epigenetische regulatoren heeft. De term epigenetica 
is geïntroduceerd door Waddington, die epigenetica beschreef als een landschapsmodel 
waarin cellen werden voorgesteld als knikkers die zich tijdens de ontwikkeling specialiseren 
door in verschillende groeven van een heuvel af te rollen. Inmiddels begrijpen we steeds 
beter hoe epigenetica werkt. Tegenwoordig weten we dat epigenetica bestaat uit meetbare 
gegevens zoals DNA-methylatie, histon-acetylatie en binding van transcriptiefactoren. Door 
de komst van next generation sequencing (NGS) technieken kan de moleculair bioloog 
tegenwoordig het epigenetische landschap van een heel genoom in kaart brengen, zelfs 
tot op het niveau van een enkele cel. Echter, deze ongekende hoeveelheid aan nieuwe data 
brengt nieuwe uitdagingen met zich mee en dan vooral op het gebied van data-analyse en 
de interpretatie ervan. Bioinformatica is tegenwoordig een onmisbare discipline om deze 
uitdagingen aan te gaan. Het onderzoek in dit proefschrift beschrijft zowel de moleculaire 
biologie alsmede de bioinformatica om de rol van transcriptiefactoren in hematopoëse 
te begrijpen, mechanismen van enhancer-herpositionering in leukemie te bestuderen en 
epigenetische processen in leukemogenese te onderzoeken.

In hoofdstuk 2 bestuderen we het belang van C/EBPA voor de myeloïde differentiatie en 
het onderhouden van de HSC-populatie met behulp van een muizenmodel waarbij de +37 kb 
Cebpa enhancer (+42 kb bij mensen) is gedeleteerd. Eerder werk liet zien dat de deletie van 
het Cebpa gen1 of zijn hematopoëitische enhancer leidt tot neutropenie met depletie van 
het LT-HSC compartiment tot gevolg. Alhoewel eerder werd geconcludeerd dat dit laatste 
een gevolg is van een directe rol van C/EBPA in LT-HSC functie, laten we in dit proefschrift 
zien dat dit in feite het gevolg is van een cel-extrinsieke gebeurtenis is, die geactiveerd wordt 
door neutropenie. Deze conclusie wordt ondersteund door vier verschillende feiten: Cebpa 
was nauwelijks aantoonbaar in LT-HSCs in single-cel transcriptoom studies, het verlies van 
de LT-HSC cellen was proportioneel aan de mate van neutropenie, lymfocyten werden nog 
wel gemaakt in muizen zonder Cebpa en als laatste secundaire transplantaties van de 37-kb 
gedeleteerde beenmergcellen leidde ook tot neutropenie.

Het werk beschreven in hoofdstuk 3 tot en met 5 gaat over AML met 3q26 herschikkingen. 
Herpositionering van de GATA2 hematopoëitische super-enhancer (SE) naar het MECOM 
locus op 3q26 stuurt de over-expressie van het EVI1 isoform aan in AML met inv(3)/t(3;3), met 
vermindering van GATA2 expressie als gevolg4,5. Het transcriptionele isoform MDS1-EVI1, die 
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ook afgeschreven wordt van het MECOM-locus, komt niet tot expressie bij deze leukemieën. 
In hoofdstuk 3 tonen we aan dat een vergelijkbaar mechanisme aanwezig is in AML met 
atypische 3q26 herschikkingen, waarbij elke keer een SE in de nabijheid van EVI1 wordt 
gebracht wat resulteert in EVI1 over-expressie. Tevens bevatten deze leukemieën ook geen 
MDS1-EVI1 expressie en hebben ze vaak mono-allelische GATA2 expressie. Concluderend, 
de AMLs met 3q26 herschikkingen kunnen beschouwd worden als één type leukemie met 
gedeelde pathobiologische eigenschappen. Hoofdstuk 4 onderzoekt het mechanisme 
van AML met t(3;8), waarbij een SE van MYC nabij EVI1 wordt gepositioneerd. Om dit te 
bestuderen, werd door middel van CRISPR-Cas9 een op een patiënt gebaseerd t(3;8) model 
in K562 cellen gegenereerd. Dit model bevat eGFP achter EVI1 (EVI1-eGFP), waardoor we de 
mogelijk hebben EVI1 expressie te volgen indien we verschillende functionele domeinen van 
de SE regio verwijderen. Deze strategie leidde tot de ontdekking van een hematopoëtische 
module van de MYC SE die essentieel is voor EVI1 expressie alsmede de promotor-enhancer 
interactie. Deze interactie was afhankelijk van CTCF binding aan de MYC SE en ook de 
binding aan de promotor van EVI1. Deze CTCF bindingsplaats nabij de promotor van EVI1 
bleek altijd behouden te blijven bij andere 3q26 herschikte leukemieën, wat suggereert 
dat deze van belang is bij EVI1 herschikkingen. In hoofdstuk 5 hebben we motieven in de 
herschikte GATA2-enhancer geïdentificeerd die essentieel zijn voor de expressie van EVI1. 
Dit hebben we gedaan met behulp van een op CRISPR-Cas9 gebaseerde enhancer screen. 
Deze screen bestond uit een lentivirale collectie van 3,239 sgRNAs. Cellen met verminderde 
GFP/EVI1 expressie waren verrijkt voor sgRNAs voor een p300-interactie regio, waar onder 
andere heptad hematopoëtische TFs binden. Mutaties in de MYB bindingsplaats van deze 
regio resulteerde in verminderde EVI1 expressie terwijl GATA2 expressie onveranderd bleef. 
Farmacologische inhibitie van MYB had hetzelfde effect, wat suggereert dat dit een manier 
is om selectief te interfereren met oncogene activatie van EVI1.

Studies in hoofdstuk 6 en 7 onderzoeken mechanismen van epigenetische deregulatie in 
AML en de rol hiervan in leukemogenese. In hoofdstuk 6 hebben we whole genome exome 
sequencing (WES) en RNA-seq data van 200 AMLs geanalyseerd om allel-specifieke expressie 
(ASE) te kunnen detecteren, wat een aanwijzing zou kunnen zijn voor veranderingen in cis-
regulatie regio’s. Deze analyse detecteerde frequent ASE van GATA2 in AML en dan met name 
in patiënten met CEBPA dubbel mutaties (CEBPAdm). Veel van deze CEBPAdm bevatten ook 
GATA2 mutaties waarbij het gemuteerde allel altijd het allel was dat het meeste tot expressie 
kwam, overeenkomstig met bevindingen van eerder onderzoek 6. Verder toonden we aan 
dat GATA2 ASE somatisch is en afwezig bij remissie. Het is afkomstig van allel-specifieke 
methylatie van de promotor met hyperactivatie van de enhancer van het andere allel tot 
gevolg. Een mogelijke verklaring is dat dit een voorbeeld is van een epimutatie die samen 
met een genetische mutatie leukemogenese aanstuurt. Het gevolg van methylatie voor 
de regulatie van myeloïde TFs is verder onderzocht in hoofdstuk 7. Voorafgaand werk van 
Wouters et al. identificeerde een subgroep van leukemieën met wijdverspreide methylatie 
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resulterend in CEBPA silencing met een myeloïde/lymfatisch fenotype7,8. Onafhankelijk 
hiervan rapporteerde Gebhard et al een gelijke subgroep met een CpG island methylatie 
fenotype (CIMP). In dit hoofdstuk tonen we aan dat CIMP en CEBPA-silenced leukemieën een 
aparte entiteit zijn die erg lijkt op ETP-ALL, die een overeenkomstig epigenetisch landschap 
bevatten in plaats van overeenkomende gen mutaties. Het methylatie patroon van deze 
leukemieën lijkt erg op T-ALL, maar de epigenetische en transcriptionele profielen zitten 
tussen AML en T-ALL in. Waarschijnlijk zijn deze afkomstig van een vroege progenitor waarbij 
promotor methylatie bij myeloïde  TFs de myeloïde differentiatie voorkomt. Verder zorgt 
deze hypermethylatie ook tot verlies van CTCF binding bij CpGs, wat leidt tot veranderingen 
in genoom structuur met deregulatie van nabije genen tot gevolg.

Samenvattend, dit proefschrift bevestigt het belang van strikte epigenetische 
regulatie van hematopoëse, waarbij veranderingen in relevante mechanismen leiden tot 
beenmergfalen of leukemie. Met name enhancer herpositionering en afwijkende promotor 
methylatie leiden tot afwijkende expressie van belangrijke hematologische regulatoren 
zoals CEBPA, EVI1 of GATA2 in AML. Uitgebreide kennis van deze epigenetische afwijkingen 
en het moleculaire mechanisme hiervan, opent de deur naar de ontwikkeling van gerichte 
therapieën waarbij leukemogenese selectief ongedaan wordt gemaakt en de normale 
hematopoëse wordt hersteld.
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4C-seq Circularized Chromosome Conformation Capture using sequencing
5mC 5-methylcytosine 
AID Activation-Induced Deaminase 
ALL Acute Lymphoblastic Leukemia
AML Acute Myeloid Leukemia
ASE Allele Specific Expression
ATAC-seq Assay for Transposase-Accessible Chromatin using sequencing
B-ALL B-cell ALL
BM Bone Marrow
bp Base pair
bZIP Basic leucine zipper
CAR CXCL12-abundant reticular (cells)
CEBPA DM Double mutant CEBPA
CEBPA SM Single mutant CEBPA
CFS  Common Fragile Sites 
CFU Colony Forming Unit
CGI CpG Island
CHIP Clonal Hematopoiesis of Indeterminate Potential
ChIP-seq Chromatin Immunoprecipitation using sequencing
CIMP CpG Island Methylator Phenotype
CLP Common Lymphoid Progenitor
CML Chronic Myeloid Leukemia
CMP Common Myeloid Progenitor
CNA Copy Number Alteration
CNG Copy Number Gain
CNL Copy Number Loss
CNV Copy Number Variant
CRE Cis-regulatory element
CRISPR Clustered Regularly Interspaced Short Palindromic Repeats
CUT&RUN Cleavage Under Targets and Release Using Nuclease
DBD DNA-binding domain
dCas9 Dead Cas9 
DCE Downstream Core Element 
DHS DNAse I Hypersensitive Site
DI Differential Interaction
DMR Differentially Methylated Region
DN Double Negative (thymocyte)
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DNA Deoxyribonucleic Acid
DP Double Positive (thymocyte)
DPE Downtream Promoter Element
DSB Double Strand Break 
ED Effector domain
EGA European Genome-phenome Archive
eRNA Enhancer RNA
ERRBS Enhanced RRBS
ETP-ALL Early T-cell precursor ALL
FAB French-American-British (classification)
FACS Fluorescence-activated cell sorting 
FDR False Discovery Rate
FISH Fluorescence In Situ Hybridization
FPM Fragments Per Million
G-CSF  Granulocyte Colony Stimulating Factor 
GFP Green Fluorescent Protein
GM-CSF  Granulocyte/Monocyte Colony Stimulating Factor
GMP Granulocyte/Monocyte Progenitor
GO Gene Ontology
GSEA Gene Set Enrichment Analysis
GTF General Transcription Factor
H3K27ac Acetylation of lysine 27 in histone H3
H3K27me3 Trimethylation of lysine 27 in histone H3
H3K4me3 Trimethylation of lysine 4 in histone H3
HAT Histone Acetyl Transferases
HDAC Histone Deacetylases
HELP HpaII tiny fragment Enrichment by Ligation-mediated PCR
HSC Hematopoietic Stem Cell
HSPC Hematopoietic Stem and Progenitor Cell
IGH Immunoglobulin Heavy chain 
Indel Insertion/deletion
kb Kilobase
KD Knockdown
KDM Lysine demethylase
KMT Lysine methyltransferase
KO Knockout
LMPP Lymphoid-primed MPP
LSC Leukemic Stem Cell
LSK Lineage- Sca-1+ c-Kit+ (cells)
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LT-HSC Long Term Hematopoietic Stem Cell
Mb Megabase
MBD Methyl Binding Domain
MBP Methyl Binding Protein
MCIp Methyl-CpG ImmunoPrecipitation
MDS Myelodysplastic Syndrome 
MDS Multidimensional Scaling 
MeDIP Methylated DNA ImmunoPrecipitation
MEP Megakaryocyte-Erythroid Progenitor
MPAL Mixed Phenotype Acute Leukemia
MPP Multi-Potent Progenitor
NCP Nucleosome Core Particle
ncRNA Non-coding RNA
NFR Nucleosome Free Region
NGS Next Generation Sequencing
NHEJ Non-Homologous End Joining 
NK Natural Killer
OXPHOS Oxidative Phosphorylation 
Padj Adjusted p-value
PAMPs Pathogen-Associated Molecular Patterns 
PCA Principal Component Analysis
PcG Polycomb Group
PCR Polymerase Chain Reaction
PGC Primordial Germ Cells
PIC Preinitiation Complex
PRC Polycomb repressive complex
P-TEFb Positive Transcription Elongation Factor b
PTM Post Transcriptional Modification
PWM Position Weight Matrix
qPCR Quantitative PCR
RNA Ribonucleic acid
RNA pol RNA polymerase
RNA-seq RNA sequencing
RPKM Reads Per Kilobase per Million
RRBS Reduced Representation Bisulfite Sequencing 
rRNA Ribosomal RNA
sAML Secondary AML
SCN Severe Congenital Neutropenia
scRNA-seq Single Cell RNA-seq
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SD Standard Deviation
SE Super-Enhancer
sgRNA Single Guide RNA
shRNA Short Hairpin RNA
SLAM Signaling Lymphocyte Activation Molecule 
SNP Single Nucleotide Polymorphism
SNV Single Nucleotide variant
ST-HSC Short Term Hematopoietic Stem Cell
t(3;3)/inv(3) AML AML with t(3;3)/inv(3) rearrangements
TAD Topologically Associating Domain
T-ALL T-cell ALL
tAML Therapy-related AML
TBP TATA-box binding protein
TF Transcription Factor
TFBS Transcription Factor Binding Sites
TLR Toll-Like Receptor
TMM Trimmed Mean of the M-values
TPM Transcripts Per Million
t-SNE t-distributed Stochastic Neighbor Embedding
TSS Transcriptional Start Site
UMAP Uniform Manifold Approximation and Projection
UTR Untranslated Region
VAF Variant Allele Frequency
WES Whole Exome Sequencing
WGBS Whole Genome Bisulfite Sequencing
WGS Whole Genome Sequencing
WHO World Health Organization
ZF Zinc Finger
ΔTAD Variable TAD
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